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20 June 2022 
09.00-09.30 Opening Speeches 

 
Prof. Dr. Safar Nasrollahzadeh  
Assoc. Prof. Dr. Jalal Shiri  
Prof. Dr. Murat Yakar 
Prof. Dr. Behrouz Sarisarraf  
Prof. Dr. Khalil Valizadeh Kamran  
Assoc. Prof. Dr. Bakhtiyar Feizizadeh  
 

 

Keynote Lectures 

09.35-09.55 Prof. Dr. Jozef Strobel 
Spatial Data Infrastructures to Geospatial 
Ecosystems 

09.55-10.15 Prof. Dr. Ayyoob Sharifi Integrated approaches for climate change 
adaptation and mitigation in cities 

10.15-10.35 Prof. Dr. Chryssy Potsiou Building Back Better Self-made Cities in the Post 
Covid 19 Era 

10.35-10.55 Prof. Dr. Abbas Rajabifard Digital Transformation-the role of Land Information 
and Location Intelligence in Sustainability and 
Resilience 

10.55-11.15 Prof. Dr. Saied Homani Paradigm Shift in Satellite Earth Observation 
Analytics; from Desktop to Cloud 

11.15-11.35 Prof. Dr. Aliakbar Rasuly Pirouzian Smart Environment Monitoring Systems: Operating 
Real-Time Sensors 

11.35-12.00 Break 

 

 

 

 

 

 

 

 

 

 

 

 

 



 
 
 

 

20 June 2022 
 

Session 1 (Photogrammetry & Remote Sensing)  
Moderator: Prof. Dr. Seyed Ali Almodaresi 

 
Time Presentations 

12.00-13.30 

Spatiotemporal assessment of suspended sediment concentration and salinity in 
Lake Urmia using satellite imagery and remote sensing  
Mehran Dadashzadeh, Alireza Mojtahedi, Javad Parsa 
Evaluation of structural elements in the collision zone by remote sensing method  
Cihan Yalçın 
Introducing a new approach to temperature validation of remote sensing thermal 
images  
Hassan Emami, Arash Rahmanizadeh 
Usage of Unmanned Aerial Vehicles in Open Mine Sites  
Gulsum Yuksel, Ali Ulvi, Murat Yakar 
An assessment of support vector machines for crown delineation of pine single trees 
on unmanned aerial vehicle imagery  
Ali Hosingholizade, Yousef Erfanifard, Seyed Kazem Alavipanah, Hooman Latifi, Yaser 
Jouybari-Moghaddam 
Investigation The Effect of UAV Flight Altitude in Map Production  
Mustafa Demirel, Yunus Kaya, Nizar Polat 
Comparison Between Multicopter Uav and Total Station for Volume Calculation  
Mustafa Ozkan, Nizar Polat 
Comparison Of the Effect of Different Vegetation Indices on Land Surface Temperture 
Values  
Gulshan Mammadli, Filiz Bektas Balcık 
Evaluation of urban heat island based on the land surface temperature and spatial 
variables in Tabriz  
Iraj Teymouri, Mohammad Nemati 
Exploring the Spatial distribution and intensity of Urban Heat Islands (UHI) in 
Ardabil city  
Iraj Teymouri 
Determination of burned areas using Sentinel-2A imagery and machine learning 
classification algorithms  
Ceydanur Arıkan, İlay Nur Tümer, Samet Aksoy, Elif Sertel 
Determination of first take-off points for UAVs in case of a disaster  
Rıdvan Ertuğrul Yildirim, Aziz Şişman 

13.30-14.30 Lunch Break 
 

 

 

 

 



 
 
 

20 June 2022 
 

Session 2 (Geographic Information Systems) 
Moderator: Assoc. Prof. Dr. Ali Shamsoddini 

 
Time Presentations 

14.30-16.00 

Modeling of groundwater quality based on Water Quality Index using M5P decision tree 
method  
Shokouh Mohsenzadeh, Sahar Javidan, Mohammad Taghi Sattari 
Developing a participatory WebGIS for monitoring the physical problems of rural 
settlements  
Fatemeh Sadate Hosseini, Mohammadreza Jelokhani-Niaraki , Hasanali Faraji-Sabokbar 
Estimation of Mordagh Chay River water quality using gaussian process regression 
method  
Kambiz Falsafian 
Modeling of access and spatial mobility changes associated with floods in the field of 
transportation and movement of vehicles in areas 3, 6 and 7 of Tehran  
Abolfazl Ghanbari, Vahid Isazade, Esmail Isazade, Keyvan Seraj 
Geostatistical-based mapping of topsoil texture in Fluvisols and Vertisols around Lake of 
Manyas  
Fuat Kaya, Onur Meşe, Levent Başayiğit 
Predicting the monthly flow of the Kaleybar Chay River based on M5 model tree  
Kambiz Falsafian 
Classification of surface water quality using data-driven methods  
Sahar Javidan, Shokouh Mohsenzadeh, Mohammad Taghi Sattari 
Exploring maps from childhood to adulthood: a journey to basic map knowledge with 
field experts  
Nuri Erdem 
The Analysis of 3D Geometric Features on Point Clouds by using Open-Source Software  
Ramazan Alper Kuçak 
Second Order Control Extension in Millennium City, Chikun Local Government Area, 
Kaduna State, Nigeria  
Adamu Bala, Shola Daniels Oyekunle, Nasiru Danlami 

16.00-16.30 Break 
 

 

 

 

 

 

 

 

 



 
 

20 June 2022 
 

Session 3 (Photogrammetry & Remote Sensing)  
Moderator: Assoc. Prof. Dr. Ara Toomanian 

 
Time Presentations 

16.30-18.00 

Analysis of a strong thunderstorm process observed in the eastern part of the 
Republic of Azerbaijan on June 1, 2017  
Said Safarov, Elnur Safarov, Yegana Bayramova 
Determining Infestation of Pine Processionary Moth using Remote Sensing  
Gonca Ece Özcan, Fatih Sivrikaya 
Crop mapping using Sentinel-1 and Sentinel-2 images and random forest algorithm  
Ali Shamsoddini, Bahar Asadi 
View Angle Importance of SAR Satellite Imageries for Mapping Areas Susceptible to 
Floods: A Case Study of Kumamoto Prefecture, Japan  
Ayub Mohammadi, Himan Shahabi 
A review of Mud volcanoes situation in Caspian seaboard and new methods of their 
identification by remote sensing techniques  
Babak Kheradmand 
Analysis of heat island formation in land use of Ardabil city using thermal remote 
sensing imagers  
Hossein Fekrat, Sayyad Asghari Saraskanrood, Seyed Kazem Alavipanah 
Modeling of Land Subsidence in Shabestar Plain and its Relation to Groundwater by 
Radar Interferometry  
Naghmeh Mousakhani, Khalil Valizadeh Kamran 
Geometric shape fitting on simulated and TLS-based learning tree-trunk point cloud 
for precision forestry measurements  
Mustafa Zeybek 
Automated building extraction from very high-resolution remote sensing data with 
deep learning approaches  
Volkan Dağdelen, Ugur Alganci, Elif Sertel 
Comparison of open-source and commercial software for 3 modeling with terrestrial 
photogrammetry  
Muhammed Enes Atik, Zaide Duran 
Air Pollution Analysis in Istanbul Between January 2019 and April 2022 through 
Remote Sensing Technology  
HamedReza Vafa, Ahmet Ozgur Dogru , Dursun Zafer Seker 

 

 

 

 

 

 

 

 



 
 

21 June 2022 
 

Session 1 (Land Administration, Cadaster and Land Use) 
Moderator: Dr. Behnam Khorrami 

 
Time Presentations 

09.00-10.30 

Land Use Change Forest Scenarios on the Horizon 2025  
Maryam Sadegih, Khalil Valizadeh Kamran, Sayed Asadollah Hejazi 
Impact of Climatic Change on the Irrigated Agriculture – Case Study: Seyhan River 
Basin  
Bulent Ozekici, Burcak Kapur 
Evaluation of land consolidation impact criteria for rural development  
Halil Burak Akdeniz, Tayfun Çay, Şaban İnam 
Challenges of Integrating Cadastral Map and Urban Data Infrastructure in Iran  
Alireza Hajiheidari, Mahmoud Reza Delavar, Abbas Rajabifard 
Mapping Urban Land Use and Land Cover Variations Based on Support Vector 
Machine Algorithm: A Case Study of Sowme'eh Sara County  
Khalil Valizadeh Kamran, Behnam Khorrami, Hadi Beygi Heidarlou , Asma Karamat 
Mirshekarlou 
Optimal weighting approach for real-time positioning with Android smartphones  
Berkay Bahadur 
Land-use change on Peri-Urban: The Role of Rural-Urban Centralized and segregated 
Planning strategy  
Naser Shafieisabet, Sogand Khaksar 
Ecological-geomorphological analysis of surface processes in the Kura-Araz lowland 
and adjacent territories on the base of remote sensing data  
Gasimov Jeyhun Yashar 
Land cover classification in an arid landscape of Iran using Landsat 8 OLI science 
products: Performance assessment of machine learning algorithms  
Ali Keshavarzi, Fuat Kaya, Gordana Kaplan, Levent Başayiğit 
Estimation of land use and land cover changes in Konya Closed Basin  
Hüseyin Emre Kaya, Vahdettin Demir 
Effects of Urban Vegetatıon in Mitigating Land Surface Temperature (LST) in Kaduna 
Metropolıs, Nıgerıa  
Bello Abubakar Abubakar, Sani Abubakar Abubakar 
Assessing the importance of variable selection in Land Subsidence Susceptibility 
Mapping  
Sepideh Tavakkoli Piralilou , Golzar Einali, Shokrolah Kiani, Khalil Gholamnia 

10.30-11.00 Break 
 

 

 

 

 

 

 



 
 
 

21 June 2022 
 

Session 2 (Photogrammetry & Remote Sensing) 
Moderator: Assoc. Prof. Dr. Masoud Minaei 

 
 
Time Presentations 

11.00-12.30 

Comparison of Photogrammetric Software Using the Terrestrial Photogrammetric 
Method: The Case of Hüsrev Paşa Mosque  
Fatih Pulat, Murat Yakar, Ali Ulvi 
Modelling a landslide site using UAV photogrammetry in Değirmençay village, Mersin 
Aydın Alptekin, Murat Yakar 
Comparison of shoreline extraction indexes performance using Landsat 9 satellite 
images in the heterogeneous coastal area  
Çiğdem Esendağlı, Serdar Selim, Nusret Demir 
Detection of surface algae blooms using the Sentinel 2A: An algorithm of the best strip 
ratio for a freshwater lake  
Pathmalal Manage, Charith Madushanka 
Global Scale-Biomass Estimation Based on a Deep Learning Method  
Somayeh Talebiesfandarani, Ali Shamsoddini 
Relationship between Net Primary Production (NPP) and Dust Storms in Different 
Land Cover Classes  
Shamsoddini Ali, Sadeghnezhad Ali 
Study of land subsidence by INSAR time series of ALOS-2, Sentinel-1 and GNSS CORS 
stations in Chaopraya basin, samutprakan, Thailand  
Adisorn Sittiwong 
Determination of the conversion of the stone fields into potential agricultural lands 
using Sentinel-2 satellite  
Hasan Lafçı, Halil İbrahim Şenol, Nizar Polat 
Preliminary results of surface displacement of the Elazig Sivrice region by comparing 
D-InSAR and SBAS methods  
Dilara Solmaz , Furkan Veziro , Nusret Demir 
Evaluation of U-Th enrichments in QGIS platform; Example of Arıklı (Çanakkale, 
Turkey) district  
Cihan Yalçin, Sercan Öztürk, Mustafa Kumral 
Applications of Machine Learning and Deep Learning Techniques in Smart 
Agriculture: A Review  
Mehran Dadashzadeh, Kosar Sakhaeian 

12.30-13.30 Lunch Break 
 

 

 

 

 

 



 
 
 

 

21 June 2022 
 

Session 3 (Photogrammetry & Remote Sensing) 
Moderator: Assoc. Prof. Dr. Sadra Karimzadeh 

 
Time Pesentations 

13.30-15.00 

Monitoring of growth of wheat’s height using time series analysis of synthetic aperture 
radar (SAR) images and the corresponding parameters: A case study of a field in 
Hamedan province  
Ahya Rezaei, Sadra Karimzadeh, Khalil Valizadeh Kamran 
Identification of dust source and its modeling using HYSPLIT algorithm in West of Iran  
Behnaz Ghaderi, Zahra Azizi 
The effect of Covid-19 epidemic on the Land surface temperature of Asaluyeh Industrial 
City with an approach to image processing in Google Earth Engine Platform  
Mostafa Mahdavifard , Shahin Jafari , Khalil Valizadeh Kamran , Seyed Kazem Alavipanah 
Vis-NIR spectroscopy coupled with machine learning algorithms to predict soil gypsum 
in calcareous soils, southern Iran  
Monire Mina, Mahrooz Rezaei, Leila Hossein Abadi, Abdolmajid Sameni 
Heavy vehicle detection using optical remote sensing images and deep learning  
Roya Talebi, Sadra Karimzadeh, Gordana Kaplan 
Remote sensing of Nighttime Light  
Samaneh Bagheri, Hooman Moradpour, Khalil Valizadeh Kamran, Sadra Karimzadeh 
Applying Object-Oriented Processing Techniques for Investigating Land Use/Land Cover 
Changes and Predicting Future Changes (Case Study: Miandoab, IRAN)  
Abolfazl Ghanbari, Khalil Valizadeh Kamran, Arezoo Rahimi 
GNSS-R of Soil Moisture Content in Khuzestan for Optimal Crop Distribution  
Andres Calabia, Iñigo Molina,Catherine Jones 
Due to the drop in the level of the Caspian Sea evaluation of the geomorphological 
properties of the coastal region based on the processing of satellite images  
Turkan Mamishova 
Aircraft Detection in Very High-Resolution Satellite Images using YOLO-based Deep 
Learning Methods  
Berkay Yaban, Ugur Alganci, Elif Sertel 
A review of the various advances in smart cities: Application of artificial intelligence an  
machine learning  
Mehran Dadashzadeh, Farhad Jedari Zarezadeh 

15.00-15.30 Break 
 

 

 

 

 

 



 
 
 

 

21 June 2022 
 

Session 4 (Geographic Information Systems)  
Moderator: Assoc. Prof. Dr Alireza Gharagozlou 

 
Time Presentations 

15.30-17.30 

Calculate wastage and optimize building energy consumption using GEO BIM  
Saeed Rasti, Majid Kiyavarz, Abbas Rajabifard 
Investigation of land cover change with GIS using CORINE data  
Aslan Cihat Basara, Mehmet Emin Tabar, Sumeyra Gulsun, Yasemin Sisman 
Fire vulnerability of Hyrcanian forests (FVHF): A conceptual framework for an 
enhanced forest fire risk management in northern Iran  
Elnaz Nejatiyanpour, Omid Ghorbanzadeh, Josef Strobl, Mahmoud Daneshvar Kakhki, Hamid 
Amirnezhad, Mahmoud Sabouhi Sabouni 
A correlation study for determination risk area of dengue fever and dengue 
hemorrhagic fever: a case study of Sisaket province, Thailand  
Nutchanon Chantapoh 
Chi-square automatic interaction detection (CHAID) algorithm for flood susceptibility 
assessment in Sardabroud watershed, Iran  
Alireza Habibi, Mahmoud Reza Delavar, Mohammad Sadegh Sadeghian, Borzo Nazari 
Wind farm suitability analysis using Geographic Information System with Best-Worst 
Method in Amhara region of Ethiopia  
Zelalem Ayalke, Aziz Şişman 
Low latitude ionosphere responses to solar wind forcing from GNSS data in March 2001  
Chukwuma Moses Anoruo, Francisca Nneka Okeke, Kingsley Chukwudi Okpala, Andres 
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 Lake Urmia is considered as the largest salt water lake in Iran. Due to climate change and 
human activities in the lake's basin, the salinity of the lake has risen to more than 300 g/L 
during recent years, and large areas of the lake bed have been desiccated. Consequently, 
awareness of the hydro-ecological factors during the last few decades is crucial for identifying 
the problems. In the present study, the impacts of changes in suspended sediment 
concentration and saline features are explored using satellite imagery and remote sensing. 
The main purpose of this study is to conduct supervised monitoring in order to evaluate the 
Urmia Lake crisis with regard to human-involved factors such as the construction of the 
causeway. The results highlight an alarming increase of saline features around the lake during 
the studied period, from 287.718 km² in 2000 to 3006.5 km² in 2015. Also, it is concluded that 
the SSC has increased in the lake during recent years. The results of this study confirm that 
anthropogenic factors can be considered as the main cause of the crisis.   

 
 
 
 

1. Introduction  
 

Urmia Lake is one of the largest hyper-saline lakes in 
the world, with considerable ecological, environmental, 
and cultural value. Its watershed is an important 
agricultural region with a population of around 5 million 
people. Over the past few years, the lake’s surface area 
and water level have been declining. The decline is 
generally attributed to a combination of climate change, 
increased water diversion for irrigated agriculture 
within the lake's watershed, and mismanagement 
(AghaKouchak et al. 2015; Hassanzadeh et al. 2011; 
Khatami 2013; Okhravi et al. 2017; Mojtahedi et al. 
2022). Also, a causeway has been built across the lake 
with a gap of less than 2000 m, which may decrease the 
water circulation between the northern and southern 
halves of the lake. 

Satellite imagery during the recent 17-year period 
illustrates the water retrogradation and the expansion of 
saline features around the lake. As the surface water 
continues to shrink in size, more of the lakebed and salt 
will be exposed (Garousi et al. 2013). Of the serious 
salinization effects, one can mention the ecological 
threats caused by the lake bed turning into a salt-covered 

wasteland and the consequent soil erosion (Pitman and 
Läuchli 2002). Considering the importance of the 
problem, a comprehensive analysis of the changes in 
dominant parameters is essential for the control and 
management of the lake, and the evaluation and 
implementation of effective restoration methods require 
appropriate spatial information. Thus, remote sensing 
methods are able to provide valuable information to 
conduct a comprehensive monitoring strategy, which is 
crucial for ecological management. In recent years, 
several studies have been carried out using satellite 
imagery and remote sensing technologies to develop 
monitoring procedures for the lake. 

Mitchell (2013) used remote sensing technology and 
Landsat 5 and Landsat 8 satellite imagery to study 
changes in the water area and saline features of Urmia 
Lake and concluded that the saline features had 
increased by 898 km2 from 1998 to 2013. Khademi et al. 
(2015) studied the saline features around the lake using 
Landsat satellite imagery, remote sensing, and spatial 
analysis. The study of Landsat satellite images over a 13-
year period illustrated a very rapid increase in saline 
features, and that the area of salt marsh in 2011 was 
approximately 26 times that of 1998. Chaudhari et al. 
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(2018) studied the natural and human-induced changes 
in the hydrology of the Urmia Lake basin based on 
remote sensing data, ground observations, and a 
hydrological model. The results indicated that the 
reduction in lake volume is primarily due to direct 
anthropogenic alterations.  

Various factors have been mentioned which affect the 
crisis. In general, scientists believe that a combination of 
drought, climate change, increased water diversion for 
irrigated agriculture within the lake's watershed, 
mismanagement, and the constructed causeway are the 
most important causes of the lake's decline (Abbaspour 
et al. 2012; Shadkam et al. 2016). This study attempts to 
monitor the crisis by exploring the impact of key features 
such as the salinity and suspended sediment 
concentration (SSC) via satellite imagery, remote 
sensing, and fieldwork.  
 

2. Method 
 

In the present study, a spatio-temporal analysis is 
performed for the last decade of data (2000-2015) 
obtained from Landsat and MODIS satellite images 
integrated into Geographical Information System (GIS) 
software. The ArcGIS 10.3 package is used for calibrating, 
analyzing, and characterizing the recorded images to be 
used for decision-making and problem management. 

 
2.1. Detection of causeway impacts on suspended 
sediment concentration and salinity 

 
A 1.25 km-long dike-type causeway has been built 

across the lake to provide road access between the 
western and eastern provinces and divides the lake into 
northern and southern basins. Some scientists and 
environmental experts have suggested that this has 
decreased circulation within the lake and subsequently 
flow and salinity regimes are affected (Karbassi et al. 
2010; Dadashzadeh et al. 2020). In this study, the effects 
of the construction of the causeway are investigated by 
evaluating the changes in two parameters, which include 
the saline features (around the causeway and shoreline 
of the lake) and the suspended sediment concentration, 
as described in the following sections. 

 
2.1.1. Analyzing changes in suspended sediment 
concentration 

 
The research uses Landsat 5, 7 and 8 satellite imagery 

to study changes in the SSC of Urmia Lake from 2000 to 
2015. The images are calibrated using the expressed 
equations and the lake boundary is determined from the 
1999 image. Due to the large size of the Landsat imagery 
in the full scene and to reduce computational volume, all 
images are masked and cropped using this boundary and 
areas outside the border are removed. Also, to quantify 
the SSC, the water boundary of each year should be 
determined and salts should be removed. In this regard, 
the supervised classification is applied to the images 
using the Linear Mode SVM algorithm. The method of 
research uses three types of spectral transformation for 
suspended sediment that is Normalized Suspended 
Material Index (NSMI), Normalized Differences 

Suspended Sediment Index (NDSSI), and Band Ratio 
(BR). 

 
2.1.2. Change detection of saline features 

 
In this study, Iso-cluster unsupervised classification 

and then supervised classification are implemented by 
conducting field visits. When setting a land cover map, it 
is necessary to take many GPS points of different 
features. To cover a study area with a representative set 
of sampled points, a schedule plan must be made before 
going out to the field. In this work, points such as samples 
of saline fields around the lake are located and marked 
by a Garmin 62 GPS. In addition, GPS points are taken at 
locations like road crossings, etc. to help create a 
coordinate system and for geo-referencing. Cloud-free 
images captured during the period of the fieldwork are 
ordered. After classifying the images, they are used to 
determine the ranges of salinity around the causeway 
and lake. 

On the other hand, Landsat 5, 7 and 8 satellite imagery 
are used to study changes in saline features as the 
process worked in the SSC estimation. Radiometric 
correction of satellite imagery is carried out and the lake 
boundary is determined from the 1999 image. Then, all 
images are masked and cropped using this boundary. 
Therefore, the images are in the same size and number of 
pixels. ArcGIS and ENVI software programs are used to 
determine the lake boundary and to crop and mask 
images, respectively. To quantify the saline features in 
the lake, Brightness Index (BI) and Salinity Index (SI) are 
applied to images. After applying the indices, saline 
feature areas and the number of pixels are calculated for 
each image. MATLAB coding is performed to calculate 
area, number of pixels and total saline features from 
masked index results. 

 
3. Results and discussion 

 
3.1. Estimation of suspended sediment 
concentration 

 
This section presents the results of applying the 

algorithm to determine the SSC in Urmia Lake. In this 
study, 3 typical indices are used to determine sediment 
content. The average results of each index are calculated 
to investigate the changes in SSC over the considered 
period (2000-2015) and the results are presented in 
Figure 1. The lower the NSMI and BR values, the cleaner 
the water, and the larger these values indicate the 
increase in SSC in the study area. The values of these 
indices have increased per year, indicating the increment 
in sedimentation rate, as shown in Fig. 1. Also, both BR 
and NSMI indices have provided better results compared 
to NDSSI. 
 
3.2. Evaluation of saline features 
 

In this study, satellite imagery is used to investigate 
the changes in areas of saline soils and the range of 
salinity around the causeway from 1999 to 2016. 
Development of the salinization area is visualized in 
Figure 2 for the years 1999 and 2016. The observed 
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changes in the area were compared with consideration of 
the lake shapefile for 1995 (when the lake reached its 
maximum expansion during the studied period), as the 
base area. 
 

 
Figure 1. Average of sediment indices results for the 
years 2000 to 2015 
 

Furthermore, the saline features around the lake are 
quantified using two types of spectral transformation for 
the period 2000-2015. After applying the proposed 
algorithm, the number of salt pixels, salt area, and the 
number of fresh salt pixels are calculated to evaluate the 
salinity increase and drought spread in Urmia Lake. The 
total number of pixels detected as saline features has 
increased during the studied period. That is, the drought 
has developed and more parts of the lake have been 
turned into a salt pan. The results indicate a significant 
increase in saline features around the lake during the 
studied period, from 287.718 km² to 3006.5 km² and 
consequently a decrease in lake water. 

As previously mentioned, Lake Urmia salt is classified 
into two categories of fresh and old salt. Figure 3 
indicates the number of pixels of fresh salt obtained by 
the algorithm. The number of pixels related to fresh salt 
has been added each year, reflecting the expansion of 
saline features in the lake. 

As is clear from the results presented in Figure 3, the 
values of SI and BI indices have increased in the 
boundary during the studied period. The incremental 
trend of indices values demonstrates a considerable 
increase in saline features around the lake. Also, Figure 3 
illustrates a reasonable agreement between the results of 
the two indices. For visual comparison, maps of the 
salinization areas are provided according to the results 
of the indices. The maps obtained from the SI index are 
illustrated in Figure 4 for the years 2000 and 2015. 
 
4. Conclusion  
 

There are many studies showing that human 
activities can be considered one of the main factors 
responsible for the ecological crises of lakes and 
wetlands in arid or semi-arid regions around the world. 
During recent decades, Urmia Lake has also experienced 
dramatic changes in its watershed. These factors include 
climate change, land-use changes, increased water 
diversion for irrigated agriculture within the watershed, 
construction of a causeway across the lake, several dams 
on the rivers around the lake, etc. The relationship 

between the lake’s crisis and hydrological drought and 
anthropogenic factors is a challenging problem for the 
local population and governmental organizations, noting 
the hierarchy in planning and making final decisions. 
However, there are not yet enough detailed studies on 
temporal and spatial change detection to conclude with 
certainty which of the anthropogenic and climate factors 
is the main cause of the crisis. This study has tried to 
investigate the problem, and the following results can be 
concluded based on the observations.  
 

 

 
Figure 2. Maps of the salinization areas for the years, a) 
1999 and b) 2016 
 

 
Figure 3. The number of pixels related to fresh salt 
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Figure 4. Maps of the salinization areas obtained from SI 
index for the years, a) 2000 and b) 2015 

 
The results show that there is a notable increase in 

saline feature areas around the lake during the studied 
period, from 287.718 km² in 2000 to 3006.5 km² in 2015. 
The results warn that the continuation of the crisis of 
reduced water volume will lead to collapse of the lake's 
ecosystem as well as salt storms which could have 
serious negative impacts on the regional environment 
and public health. Considering the importance of the 
problem, maps of potential high-salinity areas are 
essential for the control and management of the 
environmental risks in the lake region. 

Furthermore, the SSC and saline features have been 
investigated using satellite imagery over the past 15 
years, from 2000 to 2015. In this regard, the algorithms 
have been implemented on the images and the results are 
analyzed. The results demonstrate that the SSC has 
increased in the lake during recent years. By analyzing 
the images and the amount of SSC around the causeway, 
it had no significant impact on the SSC pattern. 
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 Topographic and linear data are precisely linked to the tectonic structure of the region. This 
relation can be identified both in the field and in satellite images. As it is recognized, high 
topographic areas are formed with the effect of the compression regime in the zones where 
different continents are sutured. There are traces of the suture zone in the northeast of 
Kahramanmaraş. Because of the closure of the Neotethys Ocean, a collision zone developed in 
and around Çağlayancerit, located in the northeast of Kahramanmaraş. Units in the Arabian 
Autochthonous and Taurus Orogenic belts came together in this district. Thrust belts and 
faults have been observed in this vicinity. This structural event has developed linearity and 
topographic elevations, respectively. When the data obtained in the field and the digital 
elevation method (DEM) data of the region are checked out together in the QGIS environment, 
the topographic elevations in the collision belt are approximately higher than the areas in the 
south. As a result of the north-south compression, the thrust lines formed definite linearity. 
Each different characterized fault in the region controlled the morphology immediately. 

 
 
 
 

1. Introduction  
 

Many geological studies utilise lineament and 
topographic components as ancillary indicators (Guild, 
1974; Masoud et al., 2007). Depending on the geological 
development of a region, basins and orogenic belts are 
observed. In this situation, regional lineaments and 
morphological data have their ultimate form under 
tectonic and sedimentation control (Oakey, 1994; Fichler 
et al., 1999; Austin and Blenkinsop, 2008). 

Remote sensing (RS) and geographic information 
systems (GIS) are platforms for map-based evaluation of 
geological structures. With technological advances and 
recent developments in spatial analysis techniques, 
large-scale linearity and morphological analyses have 
become relatively practicable (Masoud and Koike, 2011). 
These studies use numerical data such as satellite images 
and Digital Elevation Model (DEM). Such studies 
interpret morphological and linear structures (Morris, 
1991; Süzen and Toprak, 1998; Tripathi et al., 2000). 

In terms of its geological structure, Kahramanmaraş 
is a complex region where different tectonic units are 
observed together. Many thrust and fault zones 
associated with the closure of the southern branch of the 
Neotethys Ocean are observed in this region (Şengör and 

Yılmaz 1981). Suture belts were formed by the closure of 
this ocean and the convergence of the Tauride and 
Arabian plates as a result (Robertson and Dixon 1984; 
Robertson et al., 2012). With the depletion of the ocean 
floor, allochthonous units were thrusted onto the 
Arabian platform in the south, and a suture belt was 
formed between these two continents (Yılmaz, 1984; 
Yılmaz et al., 1987). Gül (1987) explained that the 
collision of the Anatolian and Arabian plates occurred in 
the Late Cretaceous and that a compressional regime was 
active in the region during the Paleocene-Early Eocene 
period. Yılmaz and Yiğitbaş (1990) stated that as a result 
of the movement of the Arabian continent towards the 
Anatolian plate between the Late Cretaceous-Miocene, 
the region gained a nappe character. 

Rigo De Righi and Cortesini (1964) divided the 
tectonostratigraphic units in the Southeast Anatolian 
Region into four primary tectonic belts: the Taurus 
Orogenic Belt, the Margin Fold Belt, the Folded Belt, and 
the Foreland, respectively. On the other hand, Gül (2000) 
described Kahramanmaraş and its vicinity as Orogenic 
Belts. Yalçın (2012) mapped the rocks of different origins 
in Çağlayancerit and its west and revealed the 
deformation structures of the region. This region still has 
an active fault, such as the East Anatolian Fault (EAF). It 
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is recognised that this main fault affects many 
morphological formations. In this region, distinctive 
morphological structures have cropped up due to the 
coexistence of rocks belonging to two different plates and 
the presence of different tectonic sequences on the thrust 
zones. 
 

2. Method 
 

The study area is located in the Çağlayancerit region, 
approximately 60 km northeast of Kahramanmaraş 
province (Figure 1a), in the Eastern Taurus Orogenic 
Belt. This region and its vicinity were named Engizek 
Askuşağı by Gül (2000) (Figure 1b). Just south of this belt 
is the marginal fold belt of the Arabian plate. 
 

 
Figure 1. a) Tectonic location of the study area (Modified 
from Işık, 2016) b) Location of the study area according 
to tectonic belts. (Modified from Gül, 2000). 
 

The DEM image of this geologically significant region 
has been downloaded from the United States Geological 
Survey (USGS) website. Aspect and slope maps of the 
region were created by evaluating the downloaded 
images in the QGIS environment. In addition, active faults 
in the region are placed on these images. 
 
 
2.1. Geological background 
 

Different stratigraphic sequences have emerged due 
to the coexistence of rock groups of different origins in 
the study area and allochthonous rocks overlying nappes 
and younger rocks in large areas. Allochthonous rocks, 
Suture Belt and Autochthonous units were defined from 
north to south (Yalçın, 2012). In the study area, the 
tectonic slices present an imbricated structure and the 
units belonging to different plates come together, 

indicating a very complex structural position in the 
region (Figure 2). According to the structural elements 
examined, it can be said that the region has been under 
the influence of an N-S oriented compression for a long 
time.  
 

 
Figure 2. Structural map of the study area (Modified 
from Yalçın, 2012). 
 
2.2. Remote sensing  
 

Topographical approaches were obtained with the 
DEM image of Çağlayancerit and its vicinity, a tectonically 
active region and an important belt where two different 
continents collide. The downloaded DEM images were 
evaluated in the QGIS environment, an open-source 
Geographical Information System. 

The DEM data downloaded on the Google Earth image 
and the active faults in the region were overlapped 
(Figure 3). Considering that there are different active and 
inactive faults in and around Çağlayancerit, the region's 
morphology is quite rugged, and the topographic 
elevations are relatively lower in the southern areas. 
According to these images, some important lineaments 
have been determined, which are structures generally 
affected by faults. 

The images of the region generally obtained by 
remote sensing were evaluated in the QGIS environment, 
respectively, as follows. 

 
1. DEM data was classified and coloured in the QGIS 

environment with a single band pseudocolour 
application (Figure 4a). 

2. The relief image for the slope map of the region 
and the slope image on it were overlaid, revealing 
the slope map (Figure 4b). The red coloured areas 
represent the areas with the highest topographic 
elevation. 

3. A view map of the region was created. According 
to the field studies, it has also been revealed with 
satellite images that the slopes generally face 
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south because there are thrusts from north to 
south (Figure 4c). 

4. A 3D map of the region was created to obtain a 
more understandable image. The most important 
linearity obtained according to this image 
belongs to EAF. Other important linearities are 
thrust zones and dip-slip faults that form the 
boundary of the thrust front and autochthonous 
units (Figure 4d). 

 

 
Figure 3. Satellite and DEM image of the study area. 
 

 
Figure 4. a. DEM b. slope, c. aspect and d. 3D image of the 
study area. 
 
3. Results  
 

In the research prepared by Yalçın (2012), it was 
stated that the units belonging to the collision belt in 
Çağlayancerit and its west came together, and 
deformation structures belonging to different periods 
developed in the region. The region's structural elements 
and surroundings were re-evaluated in this study with 
remote sensing methods. Topographic data and linear 
structures reveal that tectonic forces in the region are 
effective in geomorphology. In supplement, the faults in 
the structural map obtained in the field study are in 
harmony with the satellite images. 

4. Conclusion  
 

The maps prepared for tectonic and structural 
purposes can still be verified with remote sensing 
methods in today’s technology. Morphological changes 
are the most common, especially in tectonically active 
areas where different continents come together. Very 
high topographic data is obtained in the thrust belts. In 
this study, the units of the Arabian Autochthonous and 
Taurus Orogenic belts collided, and then the position of 
the EAF was evaluated together. DEM and field data can 
be compared by evaluating them in the GIS environment. 
In such studies, other remote sensing methods such as 
hydrological factors, lithology and shading should be 
applied and detailed. 
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 Assessing the accuracy of the Land surface temperature (LST) has been and remains a 
challenging task. Rapid LST fluctuations in time and space, and a spatial scale mismatch 
between satellite and terrestrial sensors, have made validation using terrestrial data 
challenging. In addition to using ground data, there are three techniques for evaluating this 
parameter: radiance-based validation, indirect assessment, and cross-validation between two 
sensors. One of the most prevalent approaches for measuring LST accuracy is cross-validation. 
The main requirements of the cross-validation approach are temporal, spectral, spatial, and 
sensor angle of view adaptation. A technique for cross-validating LST from Landsat 8 using 
MODIS sensors is provided in this research. MODIS ' temperature product was chosen as the 
reference since it was collected twice per day by each of their sensors. The suggested method's 
results revealed that the accuracy evaluation in regions with high homogeneity, using the 
parameters of mean differences and root mean square error, has an accuracy of 0.6 and 1.63 
degrees Kelvin in the first study's image, respectively. These values, 0.94 and 1.27 kelvin, were 
likewise achieved in the image of the second research. The suggested approach is applicable 
to any thermal sensor at any time and place.  

 
 
 
 
 

1. Introduction  
 

Surface temperature is one of the variables required 
in a wide range of earth science and environmental 
studies and research, as well as in numerous applications 
such as evapotranspiration modeling, soil moisture 
estimation, urban climate, hydrology, vegetation 
monitoring, and environmental studies. Remote sensing 
technology allows for large-scale geographical and 
temporal monitoring of this quantity. However, 
evaluating the accuracy and validation of this quantity 
has been and continues to be a difficult issue because, on 
the one hand, its rapid changes in the range of space and 
time, such as changing more than ten degrees Kelvin in a 
very short distance or more than one degree Kelvin in a 
very long time, have been and continue to be a challenge. 
It is brief (less than a minute)   ( Li et al., 2013; Prata, 
Caselles, Coll, Sobrino, & Ottle, 1995)but due to the 
incompatibility of the spatial scale between satellite and 
terrestrial sensors, its confirmation using terrestrial data 
is complex and challenging.  

Although various methods for retrieving surface 
temperature from thermal data have been established in 

recent decades, validation of the temperature acquired 
from this data has not been developed due to the 
following issues, which need the creation of new 
algorithms (( Coll et al., 2005; Guillevic et al., 2012; Pinker, 
Sun, Hung, Li, & Basara, 2009; Wan, 2008). The primary 
issue with surface temperature validation is that ground-
based temperature observations at the local scale have 
coupled impacts with ambient and atmospheric factors. 
Measuring the environment, which takes time and is 
tough to monitor. The second issue is measuring the 
surface temperature on a pixel scale using the terrestrial 
method, because each pixel image covers an area of a few 
hundred meters or kilometers due to spatial variation in 
surface characteristics and large spatiotemporal 
variations in the surface temperature itself. It's tough to 
think of a method for acquiring a reference temperature 
on a pixel scale. The third issue is temporal sampling of 
the surface temperature, which must be done at a very 
high frequency since the surface temperature might vary 
by several degrees owing to wind, shadow, and other 
environmental conditions. A three-step strategy for 
cross-validating ground surface temperature collected 
from Landsat 8 sensors with MODIS temperature sensor 

http://igd.mersin.edu.tr/
https://orcid.org/0000-0002-0171-6487
https://orcid.org/


4th Intercontinental Geoinformation Days (IGD) – 20-21 June 2022 – Tabriz, Iran 

 

  10  

 

products in Fars provincial areas is provided in this 
research. MODIS' temperature product was chosen as a 
reference in cloud-free weather circumstances due to its 
vast coverage and collection twice per day by each of its 
sensors. Because our nation lacks a temperature 
validation database, our suggested technique relied on 
MODIS data only in homogenous thermal zones as a 
reference. As a result, the suggested approach may be 
used for any time-place and any thermal sensor. 
 

2. Method 
 

The steps in the proposed method are as follows: 
The study datasets were preprocessed and topographic 
and atmospheric correction were applied in the first step. 
In the second stage, the emission coefficients of different 
classes were calculated using the method of calculating 
surface emissivity, using the ASTER spectral library, 
Kirchhoff law, and the spectral response functions of 
Landsat 8 thermal bands. After producing the product 
temperature of the MODIS, Terra, and Aqua sensors, the 
appropriate processing was conducted on them, and the 
data was prepared to apply the suggested approach in 
the third step. The suggested approach is executed in 
three phases for temporal-spectral and spatial 
adaptation of the product of Landsat 8 and MODIS 
sensors in the fourth stage, and the results are studied 
and reviewed. 

 
2.1. Study area and datasets 

 
The research area is an arid and semi-arid region with 

a diversified land cover that includes heterogeneous 
pixels covered by various flora, soil, and rocky kinds. It is 
located between the latitudes of 26° 25'–32° 44'N and the 
longitudes of 50° 32'–55° 54'E. Figure 1 depicts the land 
use/land cover data recorded in June 2018, which 
included seventeen classes and two scenes of LDCM data. 
 

 
Figure 1. The study area with the seventeen-class land 
cover map 
 

Besides the LDCM data, the LST products of 
MOD/MYD 11 L2 and MOD/MYD11A1 MODIS are 
employed in the current work for LST cross-comparison 
in the suggested scaling approach that is obtained from a 
generalized split-window algorithm. 
 

2.2. The LST Retrieval  
 

Having LSEs, to evaluate the impact of the LSE 
improvement on LST, based on the USGS 
recommendation on the LDCM data, the single channel 
(SC) algorithm of (Jiménez‐Muñoz & Sobrino, 2003) is 
used. SC algorithm is utilized for sensitivity analysis 
using only band 10. Therefore, the alg is below 1 K since 
the VW contents of the study area are 0.8 and 1.2 for 
examined datasets (Table I). The SCJM&S algorithm 
retrieves LST (Ts) using the general (1). 
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where Lsen is the at-sensor radiance in w m2 sr-1 µm-1, 

Tsen is the at-sensor brightness temperature in K, e is the 
effective wavelength in µm, k1 and k2 are constant of 
thermal bands in W m2 sr-1 µm-1 and K, respectively. ε is 
the surface emissivity and unitless, ψ1, ψ2, and ψ3 are 
referred to as atmospheric functions (AFs) which 
computed by (2) (Jimenez-Munoz, Sobrino, Skokovic, 
Mattar, & Cristobal, 2014). 
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Where 𝐿↑ is the upwelling radiation and 𝐿↓ is the 
downwelling radiation in w m2 sr-1 µm-1 and  is unitless 
and atmospheric transmittance.  
 
Table 1. Atmospheric parameters for band 10 LDCM 

Scene ID   𝐿↑   𝐿↓ 𝑤𝑣[𝑔𝑐𝑚]−2 

162-40 0.85 1.19 1.98 1.20 
163-39 0.92 0.64 1.09 0.80 

 

For each image, , 𝐿↑ and 𝐿↓ were obtained using 
online radiative transfer codes 
(http://www.atmcorr.gsfc.nasa.gov/) from Atmospheric 
Correction Parameter Calculator (ACPC)developed by 
NASA for Landsat satellites(J. Barsi, Barker, & Schott, 
2003; J. A. Barsi, Schott, Palluconi, & Hook, 2005). 
 
2.3. The LST Validation  
 

Because there is no available database of in situ LST 
measurements that coincides with the LDCM satellite 
overpasses, is one of the major problems in LST 
validation in our case study. Generally, the LST changes 
rapidly in space and time, and it changes more than 10 K 
in a very short distance or more than 1 K in a very short 
time (less than one minute) (Li et al., 2013; Prata et al., 
1995). Hence, the strong spatial heterogeneity and 
temporal variation of LST limit ground-based validation 
only to several relatively homogeneous surfaces (Tang & 
Li, 2014). Furthermore, the selection of homogeneous 
surface is scarce and a risky question. For this purpose, 
(Liu, Hiyama, & Yamaguchi, 2006) suggested that scaling 
methods must be developed to assist for the validation 
retrieved of LSTs. Since the acquisition date of the ASTER 
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LST product is asynchronous with the LDCM data, it is not 
possible to use it for LST cross-comparison. Therefore, 
due to the limited accessibility to the actual LSTs 
measured in situ, the daily LST products of MODIS (MOD/ 
MYD 11_L2 and MOD/MYD11A1 (V5)) were selected as 
the reference data. These products include 1 km pixels, 
using the SW algorithm.  Because of the wide coverage 
and taken LST product twice per day by each of Terra and 
Aqua satellites, these products were selected as the 
reference temperature. The LST products of MODIS 
sensors have been validated with in situ measurements 
and by various methods in more than 50 clear-sky cases 
taking into account the higher accuracies less than 1°K 
for both Terra and Aqua (Qian, Li, & Nerry, 2013). In this 
regard, geographic coordinate matching, time matching 
and view zenith angle matching between LST of the 
LDCM data and the MODIS product arises for cross-
comparison.  To deal with these problems, we proposed 
an alternative scaling method of cross-comparison based 
on LST products of MODIS to yield a compatible dataset 
for accuracy assessment as in the following three steps.  

In the first step, to consider the spatial resolution 
differences between the LDCM and MODIS LST products, 
the obtained LST of LDCM data by the proposed and 
compared methods should be scaled up to the MODIS LST 
product with 1km spatial resolution. Hence, similar to 
(Qian et al., 2013) which provided the aggregation 
algorithm area-weighted pixel, the LST of LDCM data 
aggregated to the same spatial resolution of the MODIS 
product using an 11 x 11 processing window size. After 
scale up between the two sensors, it certainly cannot be 
said that the pixels in terms of spectral range are the 
same. Because spectral data received by the sensor 
depends on several factors such as the surface emissivity, 
surface topography, zenith angle of sensor, 
misregistration error between the sensors data and so 
on. Therefore, in the second step, for spectral and view 
zenith angle matching, the thermal homogeneity area 
was determined. The select thermal homogeneous 
regions not only confirm time-invariant assumption of 
LSE (Tang & Li, 2014) but also the impact of 
misregistration on LSE and LST between different sensor 
data, makes little and negligible (Wan, 1999). That is, co-
occurrence matrix (CM) which contains a large amount 
of local spatial information about an image is used. A set 
of texture features derived from the CM matrix was 
suggested by (Haralick, Shanmugam, & Dinstein, 1973). 
In particular, two texture features of the inverse 
difference moment (IDM) and angular second moment 
(ASM) describe the homogeneity in an image. 
 

 
Figure 2. Example of extracted homogeneous regions  
 

An 11 x 11 processing window size was selected and 
homogeneity measures were obtained. The processing 
window size is selected as spatial resolution of MODIS is 
about ten times of LDCM thermal bands. Fig.2 shows an 
example of extracted homogeneity regions on ASM 
feature. In this research, the areas with homogeneity 
content between 0.9 and 1 were selected as testing and 
validation sites in both homogeneity features. 

The third step is time matching between LST of the 
LDCM data and MODIS products. In this regard, the 
approximate overpass times of the Terra and Aqua 
satellites in study area (scan start times from 01:30 to 
24:00 UTC for MOD/ MYD 11_L2 and MOD/MYD 11 
A1products) were considered during a day. Then 
coordinates matching between LST MODIS products are 
performed. Afterward, for each selected validation point 
at least five overpass times of LST MODIS products are 
selected. In weather condition that is sunny and cloud 
free, the main factor controlling the surface temperature 
is radiation and energy of sun. Usually, solar radiation 
changes during a day is almost a sine function. It is 
worthy to note that the situation in study area is same as 
aforementioned weather condition. Accordingly, we 
modeled the pattern of surface temperature changes 
during the day, as a sinusoidal function at a given point 
as (3). 
 

𝐿𝑆𝑇𝑖𝑗
𝑀𝑜𝑑𝑖𝑠 =  𝑎𝑖 +  𝑏𝑖 × cos( 𝑐𝑖𝑇𝑖𝑗

𝑀𝑜𝑑𝑖𝑠 +  𝑑𝑖) (3) 

 
Where LSTijMODIS is the LST of the ith point at the jth 

overpass time, TijMODIS  is the jth overpass time of Terra or 
Aqua over the ith point and ai, bi, ci, and di are constant 
coefficients of the ith point. For the ith point, these 
coefficients were obtained by five available LSTs of 
MODIS. Accuracy of (13) that obtained for each validation 
point is less than one degree Kelvin that is the range of 
accuracy of MODIS LST product. Fig.16 shows a sample 
of the sinusoidal function obtained for a desired point. 
Finally, the LST of MODIS is yielded at the overpass time 
of LDCM for the ith point by (3) as reference values for 
LST validation. It is worth noting that the proposed 
sinusoidal function in (3) can only describe the LST 
variation for entire clear days with at least five LST 
values in during a day. 
 

 
Figure. 3. The model of daily temperature change 
obtained by LST of MODIS products.  
 
3. Results 
 

To validate the suggested approach, two Landsat 8 
images were selected at separate times, and 38 and 62 
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validation points in high homogeneity regions (0.90 to 
1.0) were recovered from the first and second images, 
respectively. In the first and second Landsat 8 images, 
homogeneity (0.80 to 0.90) was calculated using 30 and 
49 points, respectively. The outcomes evaluation is 
described below.  
 
Table 2. Surface temperature comparison between 
Landsat 8 and MODIS products during Landsat 8 transit 
duration at validation locations. 

LSTLDCM-
.opt Ldcm

MODISLST  
SDST(K) RMSE(K) N homogeneity Image ID 

1.79 1.72 38 0.90-1.00 162-40 

1.73 1.95 62 0.90-1.00 163-39 

4.96 4.82 30 0.80-0.90 162-40 

3.79 4.58 49 0.80-0.90 163-39 

 
4. Conclusion 
 

In this paper, an alternative scaling method based on 
LST products of MODIS was proposed for LST cross-
comparison. According to the findings of this study, 
validation points should come from regions with high 
homogeneity for many applications at the local scale, 
such as evapotranspiration modeling, soil moisture 
estimation, urban climate, hydrology, vegetation 
monitoring, and environmental studies. In the 
illustration, (0.90 to 1.00) is chosen. Such environments 
include heavily vegetated areas, aquatic areas such as 
dams or lakes, salt marshes, and similar thermally 
homogeneous places where vegetation and aquatic areas 
may be seen in most photos. In this proposed technique, 
thermal homogenous regions were employed to assess 
and validate the surface temperature. Areas with 
homogeneity in the range (0.80 to 1.00) can also be 
selected and utilized for global-scale applications that 
need less precision in computing the surface 
temperature of validation sites. In general, the benefit of 
employing the suggested approach is that no ground 
temperature observations are required. Furthermore, 
this approach, in addition to being a robust method for 
measuring the accuracy of surface temperature, is 
applicable for any time and location, as well as any 
thermal sensor, due to the lack of a temperature 
validation database in our nation. 
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 Today, technological developments show themselves in the fields dealing with earth sciences 
as in every field. Unmanned aerial vehicles (UAV), one of these technological developments, 
have offered an innovative approach to many sectors. In addition to being used in various 
fields such as geodesy, disaster management, meteorology, agriculture and security, its use in 
mining has also become widespread. Topographic surveying problem in open pit mining sites 
is one of the important challenges to be overcome. Topographic measurements require 
expensive surveying equipment and professional technical personnel. UAV technology 
provides cost control to the difficulties encountered in the fields and can easily produce 
solutions with time saving and measurement accuracy. In recent years, in mining activities in 
the world; It is used in areas such as production planning, blasting, ore production and stock 
tracking and volumetric calculations, monitoring of slope sensitivities and changes, calculating 
the amount of waste, dust emission, security. In this article, the structure of UAVs, their 
advantages and areas of use in open mining areas, the availability of reasonable results and 
the benefits that affect the studies are explained by adding case studies in open mining areas. 

 
 
 
 

1. Introduction  
 

Open pit mine sites are often complex terrains and 
areas with varied geological conditions, limiting 
accessibility in mining, but sometimes causing 
inaccessibility in extreme cases, so the use of 
conventional methods causes difficulties for ground 
surveys. 

The rapid development of unmanned aerial vehicles 
(UAV) technology, which is one of today's technological 
developments, has benefited not only the military but 
also the mining industry as well as in various civilian 
areas. Mining companies use UAV technologies to 
monitor and plan mining operations and increase their 
efficiency, speed and safety. With UAVs, which is a 
remote sensing technology, comprehensive analyzes can 
be made by obtaining high resolution data in a short time 
with less labor. 

Recently, a photogrammetry system using UAV has 
been used for topographic surveys to complement the 
strengths and weaknesses of ground/air measurement 
equipment. The UAV photogrammetry system has a 
relatively large working area compared to existing 

ground crew equipment and a relatively small 
measurement error compared to air measurement 
technologies. Because of these features, the UAV 
photogrammetry system is considered as a technology 
that can replace or complement existing measuring 
equipment (Siebert & Teizer, 2014) and civil 
construction (Park et al., 2013). 

In this study, the usability of UAVs in open pit mines 
and the advantages of UAV systems are emphasized in 
line with the studies and analyzes of these studies. 

 
2. Definition, classification and usage areas of 

unmanned aerial vehicle 
 

There are different definitions of unmanned aerial 
vehicles in various sources. The common denominator to 
be derived from these definitions is; UAV is a kind of 
aircraft that does not have a pilot or passenger, carries 
only the equipment suitable for its intended use (camera, 
GNSS, laser scanning device, etc.), can be controlled in the 
air by a pilot on the ground, or can perform a pre-planned 
flight plan autonomously. It can be defined as in this 
context, UAVs basically consist of three components; The 
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https://orcid.org/0000-0003-3005-8011
https://orcid.org/0000-0002-2664-6251


4th Intercontinental Geoinformation Days (IGD) – 20-21 June 2022 – Tabriz, Iran 

 

  14  

 

aircraft itself is the payload on the aircraft and the 
ground control station. 

UAVs, also called drones, are classified as fixed-wing, 
rotary-wing and Vertical Take of Landing (VTOL) 
according to their flight capabilities "Fig. 1". 
 

 
Figure 1. Fixed-wing UAV (a), Rotary-wing UAVs (b), 
VTOL UAV (c) 
 

Today, UAVs are used in agriculture, meteorology, 
archaeology, forestry, communications, security, wildlife 
surveys, habitat studies, landscape planning, 
environmental surveillance, natural disasters, traffic 
management, transportation, energy, geology, 
hydrology, civil engineering, mapping and mining. used 
in a variety of disciplines, including Some examples of 
usage area are shown below "Fig. 2". 
 

 
Figure 2. UAV use in military field (a), UAV use in 
disaster management (b), UAV use in agricultural 
applications (c) 
 
2.1. Use of Unmanned Aerial Vehicles in Mine Sites 
 

Mineral resources have an important place in 
economic development due to their importance in terms 
of both raw materials and energy (Hu et al., 2014; Xioa et 
al., 2018a). The demand for mineral resources has 
increased significantly with the growth of industry and 
urbanization, and this has led to a greater need for 
mining. In general, two types of mining are widely used, 
namely above-ground and underground. 

UAVs play an important role in various challenging 
aspects of the mining industry, inspecting belt conveyors 
and electrical overhead lines, up-to-date mining 
databases, blast optimization, mine tailings pond 
surveillance and tracking of trucks and equipment, 
geological hazards, pollution monitoring, land 
reclamation, ecological restoration assessment. is 
playing. In addition, UAVs provide punctual and regular 
images to obtain photogrammetric three-dimensional 
(3D) models of mines in order to monitor the stability of 
steps and slopes and production amounts. 

From UAV photogrammetry, current map production 
in open mines, determination of production and pickling 
amount, stock and dump site cubage calculations, land 
damage assessment, rock detection, geological mapping, 
excavation planning and installation of hyperspectral 
cameras, alteration and mineral detection, 

determination of steep and inaccessible points. used in 
studies such as mapping. 
 
3. Applications in Open Mine Fields with Unmanned 

Aerial Vehicles 
 

In open mining areas, sensitive data can be collected 
in a short time in all kinds of terrain conditions, thanks to 
UAVs and aerial imaging and measurement systems. 
Depending on the UAV used, comprehensive and easy-to-
analyze quality data can be obtained within a few hours. 

With the advancement of drones, the development of 
high-resolution cameras, and the development of image-
based mapping techniques, drone imagery has been a 
topic of considerable interest among researchers and 
industries. These images have the potential to provide 
data with unprecedented spatial and temporal resolution 
for 3D modelling. 
 
3.1. Use of UAVs in Stock Volume Calculation Studies 
 

Obtaining up-to-date information about an open pit is 
an understanding of the ever-changing shape of the pit 
and its embankments, row heights, slopes, etc. It consists 
of the continuous investigation of elements such as 
Mining companies tend to monitor their quarries 
frequently, depending on the material they dig. 
Monitoring can be done weekly, monthly or quarterly 
(Mazhdrakov, 2007). No matter how frequent the need to 
investigate stocks, mining companies should be offered 
the fastest, most effective and reliable measurement and 
calculation methods. 

Filipova et al., (2016) selected a quarry in Lukovit 
town of Sofia, the capital of Bulgaria, for the evaluation of 
volumetric measurements in their study. In this study, it 
is aimed to test and evaluate the accuracy of UAV data 
according to GNSS techniques. Two sets of 
measurements were made. First, stock measurement 
with GNSS technologies, and secondly, the entire quarry 
area was mapped by a UAV flight. The selected UAV is 
eBee SenseFly and the GNSS receiver is Leica viva GS08 
Plus. Aerial photographs taken by UAV were processed 
with PIX4D Mapper software and volumetric calculations 
were made with this program. AutoCAD Civil 3D was 
used for volume calculation obtained from GNSS 
measurements. 

With this study, a confirmation of the promising 
application of UAV in stock volume calculation was 
sought. Since the data were obtained by two different 
methods and processed in different ways, two values of 
the volume of the same stock were created. The volume 
obtained from the UAV data is 12,749 m³ and the volume 
obtained from the GNSS points is 12,606 m³. As a result, 
it was revealed that the volume of the UAV was 143.99 
m³ more. In some countries legislation specifies that the 
volume must be calculated with an accuracy of ±3% of all 
material. The accuracy achieved is within the 3% 
legitimate error, which is the main target of the working 
condition. 

Filipova et al., (2016) presented the efficiency and 
reliability of the data obtained with high resolution by 
UAV when it comes to volumetric measurements. 
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3.2. UAV use in production and waste determination 
studies 

 
Continuous control is required in order to direct 

production in mines, to produce limited resources 
efficiently and to maintain economic balances. Because; 
Continuous monitoring of parameters such as quarry 
operating efficiency, annual production amount, annual 
waste amount is required. Inspection of the entire field 
and amount of waste is both time consuming and very 
laborious with traditional methods.  

Kun & Guler (2019) used a DJI Phantom4 Pro drone 
in a natural stone open pit mining operation in the 
district of Korkuteli in Antalya province, and studied the 
availability of UAVs to determine the production and 
waste amount in the quarry over a 15-month period. 
Flights were made in an area of 300,000 m². The first data 
set is the data set obtained with the flight made on April 
22, 2017, and the second data set is the data set obtained 
with the flight on July 01, 2018. During this period, the 
changes in the natural stone quarry were clearly 
observed and reflected in the results. The data were 
processed in the Pix4D Mapper program and the total 
error of the digital surface model (DEM) optimized with 
ground control points (GCP) in three axes was found to 
be less than 5 cm. 

Two separate DEMs were created from the two data 
sets. In the 3D mining software, DEMs were 
superimposed, cross-sectional images were obtained, 
and excavation and fill volumes were calculated. At the 
end of the calculations, the annual excavation amount of 
the enterprise was determined as 1,20148.37 m3. When 
the amount offered for sale is subtracted from the annual 
excavation amount value, the remaining amount 
constitutes the total amount of waste. According to this; 
According to the information obtained from the records 
of the enterprise, as a result of all excavation and on-site 
dismantling operations, the amount obtained as smooth, 
dimensional and salable is around 10,500 m3. When this 
value is compared to the annual excavation amount in the 
quarry, the yield of the quarry is 8.74%. 

Kun & Guler (2019) stated that the datasets obtained 
by processing the images collected by UAV are processed 
with photogrammetric software and additionally 
supported with 3D mining software, operating 
parameters such as annual excavation and/or 
production, waste amount, quarry yield of open mining 
enterprises can be determined quickly and precisely. 
have reported. 
 
3.3. UAV Use in Topographic Research Studies 
 

Since the unmanned aerial photogrammetry system 
has a relatively small measurement error compared to 
the current aerial measurement methods and has a 
relatively large working area compared to ground survey 
methods, it is actively used in topographic research 
applications in open pit mine sites in the country and 
abroad. 

Lee & Choi (2015) conducted a study in an open 
limestone mine located in Samcheok-si Gangwon-do, 
Korea to prove that topographic survey can be done with 
UAV in the mine. 4 YKNs were placed in the study area 

with the Novatel Smart-V1 GPS device. eBee SenseFly 
was used as the UAV and Postflight Terra 3D software 
was used to process the aerial photographs taken. Point 
cloud data with 3D coordinates was created and finally 
DEM was produced. 

GCPs measured using GPS and the results produced 
from UAV data were compared and it was seen that the 
mean square error (RMSE) for 4 GCPs was 15 cm in the X 
direction, 2 cm in the Y direction, and 14 cm in the Z 
direction. In other words, it has been analyzed that there 
is an error of about 15 cm according to the results of the 
ground survey using high-precision GPS. This result 
satisfies the maximum vertical error of 30 cm (1:1200, at 
map scale) and the maximum vertical error of 25 cm 
(1:1000, at map scale) recommended by ASPRS (1988) 
for topographic maps. Some studies (Turner et al., 2012; 
Jung et al., 2009; Uysal et al., 2015) using UAVs show 
similar error levels. Considering the studies carried out 
in open pits, it has been concluded that the results of the 
surveys made with an error level of 15 cm can be 
sufficiently utilized in the creation of topographic maps. 

Lee & Choi (2015) stated that topographic surveys 
with fixed-wing UAVs are very effective in terms of 
working time, compared to the one week or longer 
operating time required for ground survey with light 
waves, which was done approximately once a year in the 
research area. 
 
3.4. UAV use in air quality monitoring studies 
 

Both shallow coal seam and large-scale mine blasting 
produce large amounts of pollutants such as NOX, SOX, 
COX and heat radiation. Air quality monitoring relies on 
several stationary samplers to model and verify or 
predict gas emissions based on indicators such as coal 
consumption. In recent years, UAVs equipped with gas 
sensors have been used for remote monitoring and 
control of pollutants, with good results (Dunnington & 
Nakagawa 2017; Martin et al., 2015). 

In the study by Bui et al., (2019) at the Coc Sau coal 
mine in Vietnam, various data, primarily images and 
airborne pollutant concentrations, were collected with 
the RGB Zenmuse X4S camera mounted on a low-cost 
rotary-wing DJI Inspire2 UAV, several dust sensors. Field 
tests were conducted to evaluate the performance of the 
system. Sensors mounted on the UAV were able to 
monitor the levels of environmental variables associated 
with air quality in the pit such as temperature, dust, CO, 
CO2 and NOX. Taken aerial photographs were processed 
using Agisoft Photoscan software and 3D topographic 
maps were modeled. As a result of the evaluation of the 
accuracy with GCPs, it was seen that the X,Y,Z root mean 
square error (RMSE) was 6.6 cm, 6.1 cm, 13.8 cm and 
16.4 cm, respectively. These values show that it meets the 
accuracy requirement for mineral exploration tasks. 

The distribution of pollutants in a deep pit is 
dependent on surface wind and air density differences 
inside and outside the pit. The space inside the pit is 
divided into 2 sections and named as H1 at -140 m and 
H2 at 120 m. The UAV systematically passed through 
these regions. In order to measure the vertical 
temperature profiles in the pit, it started from the center 
of the pit floor and flew 250 m above sea level along the 
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vertical line. The collected data was used to create 3D 
environmental maps. Environment maps in terms of Co, 
Dust (PM10), NO and temperature were created with 
ArcGIS software. 

According to the field test results in this study, Bui et 
al., (2019) the availability of low-cost UAV for 3D 
mapping, demonstrates with relatively high accuracy the 
air quality monitoring in large and deep coal mines, 
pollutant control measures can be taken by the system as 
air pollution profiles can be seen on 3D maps and the 
main causes of pollution can be easily verified based on 
3D maps. 
 
4. Results 
 

The use of UAVs has become widespread in the 
mining field, as in many other fields, in recent years, as it 
offers advantages in terms of measurement accuracy, 
equipment and the variety and quality of data obtained, 
time saving and cost compared to many measurement 
methods. 

In mining, new measurement technologies, which are 
practical and cost-effective, have begun to be preferred 
in order to control, maintain and map the production and 
the operations performed at this stage. Developing UAV 
technology has provided solutions to these, not only 
measuring, but also enabling new areas of use in mining 
with its aerial imaging system and the variety of 
equipment that can be used. Sensitive and 
comprehensive results can be obtained by processing the 
data taken by the UAV in necessary software suitable for 
the purpose. The resulting products can be analyzed in 
many ways in the digital environment. In addition, UAVs 
can easily make measurements in topography or 
conditions that are difficult to measure with traditional 
methods, and can provide precise results in a short time 
with healthy data, regardless of large or small area 
according to the UAV capability used 
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 The aim of this study was to compare the performance of the Support Vector Machine (SVM) 
algorithm with pixel and basic object-oriented approaches for identifying the crown of single 
pine trees in a man-made forest. For this purpose, the SVM algorithm was evaluated based on 
four different kernels: Linear, Polynomial, RBF and Sigmoid. In pixel base approach, the ROI 
obtained from the user's choice, and in the object-oriented approach, the ROI obtained from 
segmentation for part of the image. Then, the results of crown area estimation in both 
approaches were compared with each other and in-situ data. The results showed that using 
ROI from the object-oriented provides accurate result with less run time consuming. The SVM 
classification algorithm with RBF and ROI obtained from segmentation were showed the best 
performance in comparison to other approaches. 

 
 
 
 
 

1. Introduction  
 

The area of tree crown is constantly changing for 
various reasons such as growth process, age, amount of 
sunlight, as well as the surface microclimate of each 
region (Miraki et al. 2021). In fact, crown area has a 
different growth rate due to the conditions of the region, 
season, and type of each tree unequally in different 
directions. Also, the crown of trees, even if they are of the 
same type, has a variable area, making it difficult to 
measure (Wu et al. 2021). On the other hand, accurate 
calculation of crown area is an essential parameter in 
physiological models (Ding et al. 2022). Ecologically, the 
size of the crown directly affects many plant and animal 
components by regulating the penetration of sunlight 
and precipitation into the lower layers, while 
maintaining forest moisture. Traditionally, the 
characteristics of a crown are determined by its length 
and width (maximum dimensions on perpendicular 
axes), the area and generalities of the crown shape 
(Shovon et al. 2022). Previous research has also 
highlighted the importance of measuring tree crown area 

(Ahongshangbam et al. 2019; Ouattara et al. 2022). Since 
accurate measurement of the physical characteristics of 
a crown depends on direct measurement of its size in all 
directions. Therefore, crown measurements based on 
data, sample diagrams and tables and their 
generalization to the whole region, while providing far-
fetched results, also violate the assumption of error 
independence between observations. Therefore, the use 
of UAVs (Unmanned aerial vehicle) has been welcomed 
by providing very high spatial resolution information, the 
need for less infrastructure, more accurate postal 
harvesting of land elevations in forests, and the 
possibility of indirectly measuring tree characteristics 
(Chianucci et al. 2016; Tang and Shoa 2015). 

UAVs have been used in many man-made forest 
research over the past few years to significantly save 
time, workforce, funding for various projects, and reduce 
the cost of maintaining and continuously Monitoring 
man-made forests (Matese 2020 ;Paneque-Gálvez et al. 
2014) which require sufficient and continuous 
knowledge and application of effective methods in the 
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https://orcid.org/0000-0001-5286-1361
https://orcid.org/0000-0002-1996-4526
https://orcid.org/0000-0002-3554-111X
https://orcid.org/0000-0003-1054-889X
https://orcid.org/0000-0001-5455-6352


4th Intercontinental Geoinformation Days (IGD) – 20-21 June 2022 – Tabriz, Iran 

 

  18  

 

correct diagnosis and extraction of the crown, which can 
be referred to as two methods of classification of pixel 
base and object-oriented (Region Of Interest from 
segmentation). SVM classification methods work based 
on spectral information. As the power of spatial 
resolution increases, classification based solely on 
spectral data creates many problems. One of these 
problems is the variability of spectral information at the 
level of the crown of trees due to the shadow of one part 
of the crown and the location of the other part facing the 
sun. This effect is especially pronounced in the morning 
or afternoon. Therefore, samples in supervised methods 
cannot be very effective and practical in increasing the 
accuracy of classification in such conditions. Also, in the 
forest environment, surface features such as grasslands 
with tree crown are very similar in terms of spectral 
characteristics and the amount of gray value, and 
practically their proper separation from each other only 
on the basis of spectral information with only three RGB 
bands (blue, green and red) Is not well possible (Li et al. 
2017). Choosing an ROI (Region of Interest) is also very 
time consuming and fraught with error. On the other 
hand, the implementation of segmentation algorithm 
with all its advantages is a big problem and it takes a very 
long time (multiple times of classification), especially for 
images with very high spatial accuracy (such as UAV 
images) compared to classification, which is the use of 
segmentation algorithms. It faces limitations, especially 
if the area has a large area and spatial resolution. These 
limitations become even more severe, requiring a 
powerful processor and more time. To solve this problem 
and simultaneously use the advantages of segmentation 
and classification and eliminate the limitations (for 
example, lack of spectral bands and long processing 
time), a combination of both methods was used. In this 
study, we will specifically compare the estimation of the 
crown area with the basic and object-oriented pixel 
methods and compare it with the ground data in the 
eldarica pine man_made forest (known as Tehran pine). 
 

2. Method 
 

2.1. Study area 
 

Pardisan Park of North Khorasan is located at the 
eighth kilometer of Bojnord-Mashhad Road (37° 28 ʹ 57 
N ʺ-57° 25 ʹ 49 ʺ E, Zone 40 N), at an average altitude of 
1080 meters above sea level. This complex is purely 
covered with Tehran pine (Pinus eldarica). The region is 
cold semi-arid according to the coupon criteria and has a 
relatively high slope in terms of topography (altitude 
range 1112 to 1037 meters). The average rainfall and its 
temperature according to the statistics of Bojnurd 
Airport Meteorological Synoptic Station (the closest 
station to the study area) for a period of 10 years (2011-
2021) are 260 mm and 15 ° C, respectively. 

 
2.2. Data 

 
In this study 324 trees were selected and 

determined their location using GNSS. Two diameters 
perpendicular to each other were also used to determine 
the field area of the crown using a standard metal meter. 

Then, using the Phantom 4 Pro UAV with forward and 
side overlap coverage of 80% and 40% Respectively and 
a height of 40 meters, 952 ortho images were obtained 
from the study area at 14:30 local time on March 4, 2021. 

 
2.2.1. Tree crown area estimation  

 
Two basic and object-oriented pixel approaches were 

used to estimate the crown area of pine trees. In the pixel 
base approach, due to the knowledge of the site and 
having an image with high spatial resolution after 
selecting the ROI by the user with the appropriate scatter 
and number, SVM classification algorithm with RBF, 
Sigmoid, Polynomial and Linear functions to extract 
Estimation of the crown area of pine trees was performed 
(Lou et al. 2021). 

In the object-oriented method, due to the reduction of 
processing time and introduction of parts, using 
segmentation of part of the image (not the whole image), 
the parts were presented as ROI to the SVM classification 
algorithm. In the segmentation process, according to the 
shape of the crown of pine trees as well as previous 
studies (Gu et al. 2020; Iqbal et al. 2021; Mesner and Ostir 
2014) and the conditions of the study area, appropriate 
coefficients for segmentation parameters (Scale 
Parameter = 25 Pixel, Shape = 0.1, Compactness = 0.5 per 
pixel) was determined to accurately detect the crown of 
trees. Then, in the smaller fragmented image, the crown 
pieces were extracted as a training sample in separate 
layers with pixel format to distinguish them from other 
existing features (shadow and soil). Then, by comparing 
the area of tree canopies, the execution time of the 
algorithm and comparing it with direct field perceptions 
for both SVM approaches with Linear, Sigmoid, 
Polynomial and RBF functions were discussed. Finally, by 
introducing the crown layer as the ROI of the image, the 
SVM classification algorithm was implemented and 
finally in both approaches, the error matrix was 
calculated. 

 
3. Results  

 
Pine trees with different crown areas were directly 

measured in the field and photographed by UAV. 
summarizes the field measurements in the study area 
shown in “Table 2”. According to the results, in general, 
the use of ROI from segmentation and its use for 
classification has given better results in the extraction of 
crown pixels and also has the closest crown area to the 
area obtained from field data “Fig. 1” and “Table 3”.  
 
 
4. Discussion 
 

Based on the data in “Table 3”, the identification of the 
general shape of the crown, followed by the estimation of 
the area in the segmentation, has been done with better 
accuracy. Unlike the classification methods used in this 
study (SVM), in segmentation, three parameters, scale, 
compactness and shape, are simultaneously involved in 
selecting a set of pixels to be placed in a single segment. 
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Table 2. Summary of statistical characteristics of the crown area of 324 Tehran pine trees Estimated UAV events 
Characteristic MIN Max Mean STD CV 

Height (meters) 0.5 13.1 6.6 2.6 38.9 

Small diameter of the crown 1.0 7.8 4.3 1.1 25.4 

Large crown diameter (meters) 2.3 11.6 5.8 1.4 23.4 
Crown area (square meters) 0.8 49.9 15.9 7.9 49.7 

 
Table 3. Classification results with ROI resulting from user selection and ROI derived from object-oriented method 
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Figure 1. Extraction of pine tree crown with object-
oriented approach (red border), pixel base (yellow 
border), and center of tree (black point) 

 
Each of these parameters can weaken the use of each 

other in solve single parameter mode, which leads to 
higher efficiency. The effect of segmentation capabilities 
in this study, in which pixels with close gray levels 
(crown and grass on the ground) and similar spectra in a 
phenomenon is more obvious.   

The use of segmentation, despite the effect of shadow 
on the crown and the angle of sunlight on the surface of 
the tree crown (facing the sun or behind it) has separated 

the crown well and has been more stable in recognizing 
the main shape of the tree and its shadow effect. The 
existence of empty space between the branches of a tree, 
which is originally part of the crown, is not considered 
part of the crown in the classification, but is correctly 
part of the crown area in the segmentation “Fig. 1”. The 
results of this study also showed that the use of 
segmentation method works well even with a small 
number of bands (RGB), while the use of segmentation, 
especially in features with varying gray value(such as 
crown and shadow) requires more bands that cost, time 
And will result in heavier processing. In addition, the 
time-consuming selection of ROIs and the selection of a 
sufficient number of pixels for which there is no specific 
rule are among the reasons for the lower accuracy of 
classification in the pixel basic approach compared to the 
object-oriented approach “Table 3”. According to the 
information in “Table 3”, the classification accuracy with 
the ROI resulting from segmentation, with a smaller 
number of pixels, has increased the “overall accuracy” 
and “kappa coefficient”. Also, processing time was 
measured in completely similar system modes in both 
approaches, which results in a significant reduction in 
time (even up to 60%) when using segmentation ROIs for 
classification. Examining the accuracy of Omission and 
Commission in “Table 3”, it can be seen that the use of 
SVM method with RBF function in ROI mode resulting 
from segmentation has the least difference with the area 
obtained from field data collection compared to other 
methods used in “Table 3”. Only 8% of the pixels are not 
in the crown category (Omission). While 4% of the pixels 
belong to another class in the crown class (Commission). 
 



4th Intercontinental Geoinformation Days (IGD) – 20-21 June 2022 – Tabriz, Iran 

 

  20  

 

5. Conclusion  
 

Although having a point cloud can easily distinguish 
the crown of trees, but sometimes due to high cost, 
technical limitations and the impossibility of providing a 
three-dimensional model in inappropriate forward and 
side overlap coverage, the point cloud is not available to 
everyone. Therefore, it is suggested to use the ROI 
obtained from segmentation to classify the crown in RGB 
images. However, the purpose of the work in choosing 
the final method can make a difference. 
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 Unmanned Aerial Vehicles (UAVs) are used in many areas because of their low cost and high 
resolution. Although the existing maps obtained from classical measurements meet sufficient 
accuracy, they are no longer preferred because they require a lot of time. On the other hand, 
UAVs are effectively used in base map production thanks to their high spatial resolution and 
location accuracy. In this study, orthophotos were produced using UAV images obtained from 
different flight altitudes (50, 80 and 120 meters). The level of detail was determined by 
comparing the produced orthophotos with the observations made on the land. In addition, 
position accuracies at different heights were determined. In order to increase location 
accuracy, Ground Control Points (GCP) have been established homogeneously distributed 
over the land. As a result of the study, it was seen that low-altitude flights show higher levels 
of detail and provide greater location accuracy. However, less area was visualized in low-
altitude flights. In high-altitude flights, it has been observed that large buildings can be easily 
viewed, but small objects cannot be detected. At the end of the study, it was seen that a more 
sensitive base map is produced when the vector drawings obtained from high-altitude and 
low-altitude flights are combined. 

 
 
 
 
 
 

1. Introduction  
 

Unmanned Aerial Vehicles (UAVs), which are 
increasingly used in recent years, are physically non-
pilot and passengers, can only carry measurement 
equipment such as camera, laser scanner, GNSS (Global 
Navigation Satellite System) and can be operated 
remotely or automatically (Ulvi et al., 2020). Thanks to 
the cameras placed on the UAVs, measurements can be 
made in places where people's access is dangerous. 
Altought UAVs find a field of use in almost every sector, 
they are also widely used in the land surveying sector 
(Kaya et al., 2021; Şenol et al., 2020). It is widely used in 
the production of the base map, digital terrain model 
(DTM), digital elevation model (DEM), and area and 
volume calculations in projects where excavation-filling 
works are carried out. The use of UAVs in land surveying 
processes is more advantageous than other remote 
sensing platforms due to their low cost and higher spatial 
and temporal resolution, so they are more advantageous 
to be used in small-scale projects (Özcan, 2017). The 
most important issue in the base map production with 

UAV is the level of detail on the map. Accordingly, as the 
flight altitude increases, the level of detail decreases, and 
as the flight altitude decreases, the level of detail 
increases. On the other hand, the increase in flight 
altitude allows less battery usage and more area to be 
viewed in a single flight. 

Özcan (2017) compared position accuracies in DTM 
and DEM production using UAV images taken from 
different heights. Ozturk et al. (2017), the effect of images 
obtained with different heights and camera angles on the 
position accuracy of the images; Hastaoğlu et al. (2021), 
on the other hand, investigated the effects of different 
focal lengths on position accuracy. 

In this study, the detail levels obtained from UAV 
images obtained from different flight altitudes were 
compared. 
 

2. Method 
 

As the study area, Şanlıurfa province, Harran 
University Osmanbey campus, Engineering Faculty area 
was chosen (Fig. 1). 
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DJI Mavic 2 Pro Unmanned Aerial Vehicle was used 
in the study area. The UAV equipment used and their 
features are given in Table 1. In order to increase the 
location accuracy of the produced orthophoto, a Ground 
Control Points (GCPs) was established to be 
homogeneously distributed over the area. GCP 
coordinates were measured with Stonex GPS. 

Within the scope of land studies, flights were carried 
out from three different heights as 50, 80 and 120 m (Fig. 
2). Orthophotos were produced in Agisoft Photoscan 
software by using GCPs homogeneously distributed over 
the area and UAV images. The situation in the land was 
compared with the obtained orthophoto data. Detail 
points that are important in the base map production are 
determined in NETCAD software over orthophoto. The 
rules of the Large-Scale Map and Map Information 
Production Regulation (BÖHHBÜY) were taken as basis 
in the determination of the detail points and the 
production of the base map. 
 

 
Figure 1. Study area 
 
3. Results  
 

In order to determine the level of detail in the land, 
analyzes were made on images obtained from three 
different heights. Detail points determined on the 
produced orthophotos were digitized in NETCAD 
software and compared with the observations in the 
land. It was determined which details were lost as the 
height level increased. While the roof of the building can 
be determined in the orthophoto image obtained from 50 
meters and 80 meters height, it appears flat over 120 
meters (Fig. 3). Stairs can also be identified at 50 and 80 
meters but cannot be distinguished at 120 meters (Fig. 
4). Small objects such as signage, manhole cover and 
small stair steps can only be seen on flights with a height 
of 50 meters (Fig. 5).  

Considering the flight altitude and overlap ratios, 
some buildings can only be seen in flights from 120 
meters altitude (Fig. 6). 

As seen in Fig. 3-6, flight altitude is an important 
factor in perceiving details. Flights from a height of 50 

meters gave better detail but could not detect some 
building corners. In flights made from a height of 120 
meters, all the buildings were easily viewed, but small 
objects could not be distinguished. Base maps to be done 
by combining details obtained from different flight 
altitudes of an area give more accurate results. In Figure 
7, the vectoral details obtained from three different 
heights are overlapped to see all the details. 

 
 

Flight Altitude Land View 

50 m 

 

80 m 

 

120 m 

 
Figure 2. View of the study area from different heights 
 

 
Figure 3. Building roof distinguishable from 50 and 80 
meters 
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Figure 4. Stairs indistinguishable from 120 meters 
altitude 
 
 

 
Figure 5. Stair steps that can only be distinguished from 
50 meters altitude 
 

 
Figure 6. (a) missing building corners at 50 meters 
height, (b) building visible from 120 meters 
 
 

 
Figure 7. Combination of different details 
 

The measurements taken from different parts of the 
land were compared with the measurements obtained 
from three different heights. The smallest amount of slip 
between points is 2.2 cm and the largest amount of slip is 
19.4 cm. The amount of slip at all points is 6.9 cm on 
average. 
 
 
4. Conclusion  
 

UAV images are unquestionably advantageous for 
create base map. It is used in many studies because its 
temporal and spatial resolution is very high compared to 
other remote sensing platforms and its cost is low. In this 
study, orthophoto production was performed on UAV 
images obtained from different heights. Depending on 
the flight altitude, detectable detail levels were 
determined and position errors at different altitudes 
were determined. If the flight altitude was 120 meters, 
more area was displayed, but small details could not be 
detected. Details from different heights were combined 
to obtain more detail. Position accuracies vary between 
2.2 cm and 19.4 cm depending on height. The average 
position accuracy is 6.9 cm. 
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 Currently, the UAV (Unmanned Aerial Vehicle) has become an alternative for different 
engineering applications, especially in surveying; one of these applications is the calculation 
of volumes of stockpiled material, but there are questions about its accuracy and efficiency; 
the purpose of this article is to compare traditional surveying methods for estimating total 
volumes through data obtained by total stations and data obtained by a multicopter UAV. In 
order to answer these questions, we obtain data from the exact location. This study is located 
in Şanlıurfa/Haliliye in a Hospital construction excavation. The data from the same location, 
which are gotten different methods, were compared. 

 
 
 
 

1. Introduction  
 

In these days, volume calculation is becoming harder 
with traditional methods. Companies demand monthly 
or twice in a month volume calculation. That's why 
terrestrial systems are becoming unuseful, and it's hard 
to get more details with human power. 

The good news is that new digital technologies now 
make it possible to collect and process huge amounts of 
critical data at minimal costs—thus making a field 
operation more insight-driven, and potentially more 
productive and efficient.  

This saves time, human resources, and also 
transportation costs because it is possible to map a large 
object in one day using a UAV, whereas mapping the 
same object using traditional methods could take up to a 

 week. Furthermore, it is possible to map areas that 
are dangerous or difficult to access using an UAV, 
whereas it would be necessary to use some form of 
special equipment for mapping it otherwise. Using an 
UAV is also contactless, so it is possible to map 2088 
sensitive areas, without driving or walking on the 
endangered area. In endangered areas, where getting a 
flight permit is difficult, terrestrial photogrammetry or 
laser scanning could be used as an alternative (Dlouhy et 
al., 2016; Burdziakowski, 2017). 

 Therefore, we aimed to compare old methods 
with photogrammetry. Firstly, excavating areas got with 
a total station and has been created a surface before then 

excavation. At the same time, this process was made with 
the UAV. All area gotten with Multicopter and DTM, DSM, 
and Point cloud has been created. All GCP (Ground 
Control Points) giving from the same polygon points. 
 

2. Method 
 

This study map is made with the Structure from 
Motion (SFM) photogrammetry technic. SFM runs under 
the same basic conditions as stereoscopic 
Photogrammetry. It uses overlapping images in order to 
get a 3D structure of an interested object. Existing 
software can generate a 3D point cloud such as Pix4d 
mapper (commercial software) that has been used in this 
study. 

The software advances in UAV applications and 
allows generating orthophoto in a willed coordinate 
system. For full performance of software, it is 
recommended to use a powerful computer due to the 
huge amount of data. 

 
2.1. Preperation and Flight 

 
The flight plan was prepared with Pix4d-Capture 

mobile application. The drone was set up in the field. All 
calibration settings were checked. Calibration settings 
must work properly. Big metal masses must be avoided 
throughout the calibration process since such masses 
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locally affect Earth’s magnetic field and satellite signals 
which is used for calibration by UAV. 

The flight had two separate missions. All missions 
have 100 meters altitude and %80-%80 overlap. The 
drone was set up according to the pre-flight preparations 
in the field. The flight was performed with multiple 
batteries which is DJI Phantom 4 Pro V2. In this study 9 
GCP’s has been used and they have been determined with 
total station.’’Table.1’’. 
 
Table 1. GCP’s Coordinates Table 

 
 

 
2.2. Creating Surface with Total Station 
 

All excavation area is 31 ha. And all area has been 
taken with total station. The study took 15 days with 3 
persons. With UAV study took 45 min. There is a big 
difference between of two methods. But in this study, we 
only aimed in a 1.9 ha. Stockpile area.’’ Fig.1’’. After the 
excavation process, 1.9 ha area was taken with Total 
Station (Leica Ts09). This process took half a day with 3 
people. 
 

 
Figure 1. 1.9 ha. Surface Model in Autocad Civil3D 
 
 
3. Creating point cloud with UAV 
   

This work has been done with Phantom 4 pro V2 
drone. After the excavation process, the second flight was 
done for 2.5 ha. area. It took 15 min. with same altitude 
(100 m) and same overlapping (%80-%80). The point 

cloud was created in Pix4d software. The other works for 
volume calculation have been done in Virtual Surveyor 
software. Virtual Surveyor more useful for CAD 
processes than Pix4d. That’s why we decided to use 
Virtual Surveyor for volume calculations.’’Figure.2’’. 
 

 
Figure 2. Surface Model in Virtual Surveyor 
 
 

4. Results  
 

All processes are made in Pix4d software. The 
ground sample distance (GSD) was calculated as 2.74 cm. 
The point cloud, DSM, DTM, and orthomosaic map were 
created in the study. And all volume calculation has been 
done in Virtual Surveyor’’Fig3’’. The result of Virtual 
Surveyor is 102265.40 m3 . 

 

 
Figure 3. Volume calculation in Virtual Surveyor 
 

On the other hand, all CAD process has been done in 
CİVİL3D ’’Fig.4’’, The result is 101958.20 m3.  
 

 
Figure 4. Volume calculation in Civil3D 
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5. Conclusion  
 

In this study, the traditional method with TST to 
estimate volumes of stockpile were compared with UAVs, 
data from the same site were taken and the post 
processing was done in Virtual Surveyor with a TIN 
model from the point cloud data obtained with TST and 
in Pix4D from data obtained by the UAV The results were 
compared with the actual volume of material, which was 
obtained from one of the engineers of the site where the 
data collection was performed. 

At the end of all processes, we can see two results. 
There is a too small difference of the % 0.3. It’s a pretty 
good result for the volume calculation. The volume 
calculation with photogrammetry is quite adequate and 
reliable, as we can see. 
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 Land surface temperature (LST), which is a very important parameter in many fields such as 
ecology, hydrology and climate studies, can be monitored on a regional and global scale with 
satellite images. This study aimed to investigate the effects of different Vegetation indices (VI) 
on LST. The study focused on to generate LST maps over North-Rhine-Westphalia and 
Rhineland-Palatinate states of German using 23 August 2016 dated Landsat 8 OLI&TIRS data. 
Additionally, Sentinel-FCOVER data was used to examine the effect of VI on LST. The LST 
values were retrieved with Mono-window method, and Land Surface Emissivity (LSE) maps 
were calculated with NDVITHM method. Normalized Difference Vegetation Index (NDVI), 
Renormalized Difference Vegetation Index (RDVI), Soil Adjusted Vegetation Index (SAVI), 
Enhanced Vegetation Index (EVI) were selected for the study. Additionally, soil emissivity 
values were calculated from LUCAS (Land Use and Coverage Area frame Survey) and ASTER 
Spectral Libraries datasets. Finally, the accuracy of FVC (Fractional vegetation cover) and LST 
maps were evaluated. Although the best FVC result was achieved with RDVI, LST maps showed 
similar results for all selected vegetation indices. Thus, transects were extracted from the LST 
maps for different land cover categories and the results were compared to determine the 
differences. 

 
 
 
 

1. Introduction  
 

The Land Surface Temperature (LST) parameter, 
which refer to the temperature of the Earth's surface is 
one of the important factors in hydrology, ecology and 
global change studies. Thermal remote sensing 
technologies provide unique methods for collecting LST 
information on both a regional and global scale (Yu et al. 
2014). 

Land Surface Emissivity (LSE) parameter is very 
important to calculate LST from thermal band. Many 
different methods have been developed to calculate LSE 
from remotely sensed data. The NDVI threshold 
(NDVITHM) method is one of the most widely used 
approaches to determine LSE (Sobrino et al. 2008; 
Sobrino and Raissouni 2000). This method is based on 
the NDVI index. There are many studies in the literature 
evaluating the effects of LSE on LST (Sekertekin and 
Bonafoni 2020a; Sekertekin and Bonafoni 2020b;). 
However, there are very few studies investigating the 
effect of the VI factor on LST. One of these studies was 
carried out by Neinavaz et al. (2020). In their study, the 

VARIgreen, WDRVI, TGDVI VIs in addition to NDVI index 
were evaluated using NDVITHM method. The result of the 
study showed that LSE is not the only factor to effect LST 
values. Therefore, LSTWDRVI and LSTTGDVI maps were had 
higher accuracy than LSTNDVI and LSTVARIgreen maps.  

The aim of our study was to investigate and compare 
the performance of selected VIs as NDVI, RDVI, SAVI and 
EVI on LST calculation according to land cover classes 
(Mammadli 2022). 
 

2. Method 
 

In this study, Germany's North Rhine Westphalia 
and Rhineland Palatinate states were chosen as the test 
area.  

Within the scope of the study, the LST maps were 
retrieved from August 23, 2016 dated Landsat 8 OLI & 
TIRS data using the Mono-window (MW) method. To 
implement the MW algorithm, atmospheric parameters 
and emissivity values are required. To calculate 
atmospheric parameters, water vapor (⍵) and near-
surface temperature (T0) data were gathered from DWD 

http://igd.mersin.edu.tr/
https://orcid.org/0000-0003-2063-9971
https://orcid.org/0000-0003-3039-6846


4th Intercontinental Geoinformation Days (IGD) – 20-21 June 2022 – Tabriz, Iran 

 

  29  

 

(Germany weather station) meteorological stations. 
Additionally, two different Sentinel-2A products were 
used to evaluate the accuracy of the FVC and Land Cover 
(LC) maps. 

Sentinel-FCOVER data were used to examine the 
FVC results were produced by using selected VIs.  ASTER 
spectral library and LUCAS soil samples were used to 
calculate soil emissivity values in the NDVI threshold 
method.  

 

2.1. Vegetation index calculation 
 

NDVI, RDVI, SAVI and EVI vegetation indices were 
used to investigate the effects of spectral indices on LST. 
These VIs were integrated to the emissivity equation as 
input parameters. The original NDVI threshold method 
uses the NDVI index. The main reasons for choosing 
other indices were summarized below; 

i) The SAVI index, unlike the NDVI index, helps to 
minimize the effects caused by soil reflection and 
provides a contribution to this index. 

ii) The RDVI index provides improvement in 
background effects caused by geometry and ground. 

iii) The EVI vegetation index optimizes vegetation 
signals by eliminating background reflection and 
saturation problems, as well as atmospheric pollution 
caused by dust and clouds.  

Equations developed for VIs are given in Table 1. 
 
Table 1. Vegetation indices equations 

Index Equation Referance 

NDVI (B5-B4)/(B5+B4) Rouse et al. (1973) 

EVI 
2.5*((B5-B4)/B5+B4-
7.5*B2+1)) 

Jiang et al. (2008) 

RDVI (B5-B4)/(B5+B4)1/2 
Roujean and Breon 
(1995) 

SAVI 1.5*((B5-B4)/B5+B4+0.5)) Huete (1988) 

 
2.2. LST calculation 
 

The MW algorithm was proposed by Qin et al. (2001) 
to calculate LST from Landsat TM data. The improved 
MW algorithm was used in this study to calculate LST 
values (Wang et al. 2015).  
 
2.2.1. Land surface emissivity calculation 
 

The LSE values integrated into the LST maps were 
calculated with the NDVI threshold method. 
 
2.2.2. NDVITHM method 
 

This method assumes that the satellite image pixels 
are composed of vegetation, soil or mixed pixels. An 
equation is proposed for each of these approaches. Soil, 
vegetation emissivity values and FVC map are required 
to use the equations. FVC maps were calculated from 
vegetation indices (Sobrino and Raissouni 2000). 
Vegetation emissivity value (0.99) was selected from the 
literature. The emissivity values of mixed pixels were 
estimated from FVC. Contrary to vegetation, soil 
emissivity values were calculated from the ASTER 
spectral library and LUCAS soil sample since soil have a 

high emissivity variation. LUCAS soil samples were used 
to determine the soil classes of the test area, and the 
ASTER spectral library were used to extract the soil 
reflectance. Multiple regression analysis was applied to 
the soil reflectance values to estimate the average soil 
emissivity and band coefficients (Li & Jiang 2018). 
 
2.2.3. Mono-window method  
 

In order to calculate the LST with the MW algorithm, 
first atmospheric transmission (τ) and effective mean 
atmospheric temperature (Ta) values were estimated 
from ⍵ and T0. This data was collected by DWD Germany 
Weather Station. After τ and Ta values were calculated, 
Landsat 8 thermal band 10 first was converted to TOA 
radiance and then BT was calculated. The required data 
for this process were extracted from the metadata file of 
Landsat 8 OLI & TIRS. 
  
2.3.  Accuracy assessment 
 

The accuracy assessment of the FVC and LST maps 
were performed by means of statistical parameters such 
as R2 (Coefficient of determination), RMSE (Root Mean 
Square Error), MSE (Mean Squared Error), MAE (Mean 
Absolute Error) and Correlation. 
 
2.4. Land cover map 
 

In this study, in order to examine the spatial 
distribution of LST, five LC classes were determined and 
classified using the Maximum Likelihood method. The 
accuracy assessment of this map was performed using 
error matrix. 
 
3. Results  
 

The VI maps created from the Landsat 8 OLI & TIRS 
satellite image are shown in Fig 1. 
 
3.1. Results of FVC maps 
 

In the study, FVC maps were calculated by means of 
vegetation indices, soil and vegetation emissivity values, 
and accuracy was evaluated based on Sentinel-FCOVER 
data. FVC values ranged from 0 to 1. For case FVC=0; the 
soil emissivity value was calculated as 0.9695 in the 
study. According to the results of the FVC maps, RDVI has 
the highest accuracy (Table 2).  
 
Table 2. FVC results for each index 

Index R2 RMSE MSE 

NDVI 0.60 0.285 0.081 

EVI 0.68 0.248 0.062 

RDVI 0.73 0.207 0.043 

SAVI 0.70 0.215 0.046 

 
3.2. Results of LC map  
 

In the study, five main classes were determined and 
classified from the Landsat 8 OLI & TIRS image to 
evaluate the relationship of LST with LC classes (Fig. 2).   
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Figure 1. Vegetation index maps; a) forest & green areas 
b) agricultural areas, c) bareland d) artificial surfaces 
 
 

 
Figure 2. Land Cover map  
 

According to the results of the LC map, the LST 
decreased with the increase of vegetation cover. The 
overall accuracy of the LC map is 0.89 based on error 
matrix and Kappa statistics is 0.85. 
 
3.3. Result of LST 
 

The accuracy assessment of the LST maps were 
carried out using 13 meteorological stations. R2, RMSE, 
MAE, Correlation statistical parametres were calculated 
for each LST map. According to the statistical analysis 
results of the LST maps that were produced using 
selected vegetation indices, the LST values were 
relatively similar (Table 3).  

 
Table 3. LST results for each selected index 

Index R2 RMSE MAE Correlation 

NDVI 0.588 1.882 1.331 0.767 

EVI 0.585 1.931 1.379 0.765 

RDVI 0.581 1.904 1.348 0.762 

SAVI 0.581 1.904 1.348 0.762 

 
Then transects were obtained and analysed from the 

images to reveal the existing differences between the LST 
values. These transects were extracted according to LC 
classes. First transects were created for forest & green 
areas, and agricultural areas (Fig 3.).  
 

 
Figure 3. LST transects a) forest & green b) agricultural 
areas 
 

The color scale in the graphs shows the temperature 
curves of the indices. Also transects for artificial surfaces 
and bareland were extracted from LST that calculated 
using selected VI (Fig. 4). 
 

 
Figure 4. LST transects a) artificial surfaces b) bareland 
 

According to these graphs, some pixel samples of 
LSTNDVI values were showed different results than the 
other three indices. The RDVI index and SAVI indices 
were showed very similar curves. The EVI index has 
relatively different values only in forest & green area 
classes. 
 
4. Discussion 
 

The results of the study showed that the effects of 
indices on the LST are quite low. In order to find out the 
reasons of this result, studies investigating the effects of 
LSE values calculated from VIs on LST were examined. 

According to researches; The MW method is sensitive 
to parameters such as LSE, ⍵ and Ta. Sensitivity analysis 
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of the MW algorithm performed by Qin et al. (2001) and 
Wang et al. (2015) found that LST error dT was less 
sensitive to LSE compared to other parameters (⍵, Ta). 
Additionally, LST error increase with the brightness 
temperature. 

Jiang and Lin (2021), Sekertekin and Bonafoni 
(2020b), Windahl and Beurs (2016) have determined 
that the LST values for the winter and nighttime show 
more accurate results due to the decrease in the 
brightness temperature. 

Neinavaz et al. (2020) suggested that specific factors 
of the study area, such as elevation or soil moisture, 
should also be included in the equation. 
 
5. Conclusion  
 

The temperature parameter has a significant effect on 
living and non-living things. These effects cause both 
positive and negative implication. Many studies focus on 
the negative aspects of these effects. Today, the sharp 
effects of the temperature increase cause environmental 
problems on a global scale. Continuous data is required 
to avoid from these effects. Remote sensing technologies 
is very effective to obtain the high temporal resolution 
data for large areas to quickly identify and solve the 
problems. 

Within the scope of this study, the effect of different 
vegetation indices on LST calculation was investigated 
and evaluated. In the study, it was determined that the 
LST results were relatively similar and the effect of the 
indices on LST was quite low. Field studies could be 
carried out to support the results of this study. In 
addition, other factors affecting LST calculation should 
be investigated and evaluated in the study area. The 
emissivity effects of artificial surfaces are not addressed 
in this study. 
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 In this study, the relationship between land surface temperature (LST) and spatial variables 
in Tabriz Metropolitan city was investigated using Land sat 8 OLI/TIRS images for summer 
and winter of 2018. For this, LST was calculated in accordance with the algorithm (Jimenez-
Munoz& Sobrino, 2003) and proximity variables were prepared based on Distance Function 
in Arc GIS. According to the LST map obtained, down town area in Tabriz city experienced 
lower temperature than the suburban areas during day time. Some of the contributing factors 
such as population density, elevation, proximity to green space, could decrease the surface 
temperature, but on the other hand, the residential, industrial, religious and bare lands could 
increase the temperature in the city. Results of multiple linear regression analysis between 
LST and explanatory variables showed the model could estimate 63.7 % of the dependant 
variable in summer and 61.7% of it in winter. Based on the Beta, the results showed negative 
correlation between LST and some of the independent variables as, Population density, 
Elevation, proximity to green space, military and educational areas. Also, the one- way ANOVA 
test revealed that the difference between mean average temperature of various land use type 
were not significant 

 
 
 
 

1. Introduction  
 

One of the more serious impacts of urbanization is its 
effect on urban climate, especially the rise in urban 
temperature which called urban heat island (UHI) effect 
(Hirano & Fujita,2012). Increasing use of materials with 
high heat absorption and retention capacity, such as 
asphalt as well as thermal emissions derived from 
transport activities and industrial process intensify UHI 
effect (Jato-Espino,2019). UHI is a phenomenon whereby 
urban regions experience warmer temperatures than 
their rural surroundings (EPA, 2008). UHI influences 
well- being and welfare (Jato-Espino,2019), Average 
energy consumption (Rizwan et al., 2008; Hirano & 
Fujita,2012) and consequently, pollution (Li et al.,2018) 
and social equity of cities (Harlan et al.,2006). Many 
factors contribute to urban heat island formation, as time 
(day and season), synoptic weather (wind, cloud), city 
form (materials, geometry, greenspace), city function 
(energy use, water use, pollution), city size (linked to 
form and function), geographic location (climate, 
topography, rural surrounds) (Voogt & Oke, 2003). Due 
to its adverse impacts, significant research efforts have 

been performed to evaluate the urban heat island 
phenomenon's impact on the urban environment. 

Takebayashi, Moriyama (2009), explored UHI 
mitigation effect achieved by converting to grass-covered 
parking, determined the air temperature reduce by the 
spread of grass-covered parking areas. Rajasekar and 
Weng (2009) also focused on the UHI monitoring and 
analysis using a non- parametric model: a case study of 
Indianapolis, highlighted the areas with maximum heat 
signatures have a strong correlation with impervious 
surfaces. Susca, Gaffin and DellOsso (2011), investigated 
the positive effects of vegetation: UHI and green roofs, 
found an average of 2ºc difference of temperature 
between the most and the least vegetated areas. Zhang, 
Yiyun, Qing, Jiang, (2012) in the study of UHI effect based 
on NDVI in the case of Wuhan city, showed that there is 
obvious negative correlation between NDVI and surface 
radiation and heating island strength is higher in 
industrial and commercial areas than others. Hathway 
and Sharples (2012) found that the urban form on the 
river bank influenced the levels of cooling felt away from 
the river bank. Peron, De Maria, Spinazze and Mazzali 
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(2015), confirmed thermal impact of vegetation in the 
urban environment. Bokaei, kheirkhah Zarkesh, 
Daneshkar Arasteh and Hosseini (2016) showed 
negative correlation between land cover and LST.  El-
Hattab, Amany and Lamia (2018) found industrial 
buildings released a higher temperature than its 
surroundings and indicated that urban bare and semi 
bare land increased the UHI effect. Dwivedi and Krishna 
Mohan, (2018), recommended vertical walls and also 
dense urban vertical cover of forests to reduce the effect 
of UHI effect. Xiao et al., (2018) confirmed the cooling and 
humidifying effect of large green spaces was more 
obvious and stable. Jato-Espino (2018) highlighting the 
role of low reflectance of built- up surfaces in the UHI 
effect. Shirani-bidabadi et al, (2019) indicated that the 
areas which influenced by UHI are often in parts of 
Isfahan's city where vegetation cover is very sparse, the 
land is arid and industrialization and regional 
settlements are booming.   

UHI literature has focused on explaining the UHI 
spatial pattern generally in summer based on 
explanatory variables, generally with 2D and 3D space 
factors. Among the explanatory variable’s vegetation 
covers, water bodies play a key role in minimizing the 
UHI effect while urban bare and semi bare land, 
industrial and commercial zones maximizing the UHI 
effect. 

According to the foregoing, the present study was 
carried out to follow two objectives: (1) the study of LST 
in Tabriz City using Landsat 8 OLI/ TIRS satellite image 
during the summer and winter of the year 2018, and, (2) 
using the parametric statistical method for analysing the 
spatial distribution of LST and its relationship with 
explanatory variables (Table. 8). To calculate LST, one of 
the widely used remote sensing methods that is based on 
thermal infrared wavelength was used (Jimenez-
Munoz& Sobrino, 2003). The land use map prepared 
from the municipality land use map, and population 
distribution was also studied in the form of map 
prepared from the census in 2016.  
 

2. Method 
 

In this study, to evaluate the UHI and influenced area 
of the city, the satellite images of land sat 8 OLI/ TIRS 
(thermal band 10) were used the metadata of images 
were featured in Table 2.  

In order to compute the LST, the thermal band 
digital number (DN) is numerically converted to 
radiometric scale using Eq. (1).  

Eq. (1) is used for converting DN to radiance in 
Landsat 7 ETM image: 
 

Lλ = (
LMAXλ − LMINλ

QCALMAX − QCALMIN
) ∗ (QCAL − QCALMIN) + LMINλ (1) 

 
Where, 
 
𝐿𝜆= the cell value as the radiance 
QCAL=digital number 
𝐿𝑀𝐼𝑁𝜆= spectral radiance scales to QCALMIN 
𝐿𝑀𝐴𝑋𝜆= spectral radiance scales to QCALMAX 
QCALMIN=the minimum quantized calibrated pixel value 
(typically =1) 

QCALMAX+ the maximum quantized calibrated pixel 
value (typically =255) 
The value of 𝐿𝑀𝐼𝑁𝜆 and 𝐿𝑀𝐴𝑋𝜆extracted from the header 
file of landsat images are 0.10033 and 22.00180 
respectively (Table.1)  
 
Converting radiance to brightness temperature 
 
After calculating spectral radiance (𝐿𝜆), the images were 
computed for their brightness temperature using either 
Planck's radiance function for temperature (Weng et 
al.,2004) or the approximation formula shown in Eq. (2). 
 

𝑇℃ =
𝑘2

𝐿𝑛(
𝑘1

𝐿
+ 1)

− 273.15 (2) 

 
Where T is the effective at sensor brightness temperature 
in Celsius, 𝑘1 is calibration constant (in kelvin), 𝑘2 is the 
calibration constant (Watts/[𝑚2 ∗ 𝑠𝑟 ∗ 𝜇𝑚]), and Ln is 
the natural logharithem. Values of, 𝑘1and 𝑘2 for images 
are shown in Table 2 
 
Table 1. Metadata of satellite image 

 
 

LST retrieved from each image of the studied period 
using the Eq. (3): (Weng & Lu, 2008). 
 

𝐿𝑆𝑇 =
𝐵𝑇

1 + 𝑊 ∗ (
𝐵𝑇
𝑃

) ∗ 𝐿𝑛(𝜀)
 (3) 

  
W is the effective band wave length (11.475 𝜇𝑚), 𝑃 = ℎ ∗
𝑐

𝑠
(1.438 ∗ 102−𝑚𝐾), h= Planck's constant, c= velocity of 

light, s= Boltzman constant (1.38 ∗ 1023−𝑗/𝑘) and 𝜀 is 
land surface emissivity. 
 
Land surface emissivity (𝜀 ) was estimated based on 
NDVI thresholds method as proposed by Sorbrino et al. 
(2004) as follows: 
Normalized Differential Vegetation Index (NDVI) is 
calculated using the equation 4.  
 

NDVI =  
(𝑁𝐼𝑅 − 𝑉𝐼𝑆)

(𝑁𝐼𝑅 + 𝑉𝐼𝑆)
 (4) 

 
Where NIR and VIS are the near-infrared and visible light 
bands, respectively 
If NDVI<0.15, then the pixel is considered as bare soil and 
the mean emissivity value used in this study was 0.97 
if, NDVI>0.62 
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These kinds of pixels are considered as fully vegetated, 
and then a constant value for emissivity is assumed 
typically of 0.99 
 
In the case of 0.15<NDVI<0.62 
Is this case emissivity is calculated according to Eq. (5) 
 

𝜀 = 𝜀𝑣𝑃𝑣 + 𝜀𝑠(1 − 𝑃𝑣) (5) 
 

Where 𝜀𝑣 is the vegetation emissivity and 𝜀𝑠is the soil 
emissivity. 𝑃𝑣 is the proportion of vegetation obtained 
according to Eq. (6) (Sobrino et al., 2004). 
 

𝑃𝑣 = (
𝑁𝐷𝑉𝐼 − 𝑁𝐷𝑉𝐼𝑚𝑖𝑛

𝑁𝐷𝑉𝐼𝑚𝑎𝑥 + 𝑁𝐷𝑉𝐼𝑚𝑖𝑛

)
2

 (6) 

 
Where 𝑁𝐷𝑉𝐼𝑚𝑎𝑥=0.62 and 𝑁𝐷𝑉𝐼𝑚𝑖𝑛=0.15 
 
 

In this context, the proximity was calculated based on 
Distance Function in Arc GIS for maximum distance of 
150 m, and based on population density, elevation and 
building height, the urban blocks categorised into 5 
different classes as in (Table. 2).  
 
Table 2. Classes 

 
 
LST and explanatory variables were combined and 
because the continues nature of them the result was 
examined using parametric tests, for this purpose, the 
one-way analysis of variance (ANOVA) (Fisher, 1919) 
was used to explore the similarity between the samples 
belonging to each group. 
Further investigation of possible influence of 
explanatory variables on LST has been explored by 
carrying out, Linear Regression Model. The linear 
regression model is estimated with Eq. (8): 
 

𝐿𝑆𝑇 =  𝛼 + 𝛽1𝑋1 +  𝛽2𝑋2+, … . , +𝛽𝑛𝑋𝑛 + 𝜀  (8) 
 
 

3. Results  
 

Fig.1 and Fig.2 demonstrate the LST maps. The 
surface temperature in winter varied between -5 ºc and 
27 ºc at the time of imaging, the minimum temperature 
was -5 ºc related to urban constructed areas specially, 
residential, commercial and industrial land use type and 
the maximum temperature was 27 ºc related to urban 
bare lands in the study area. The maximum mean average 
of land surface was 18.61 ºc related to military sites.   

 And the surface temperature in summer varied 
between 10 ºc and 45 ºc at the time of imaging, the lowest 
average temperature was 24.5ºc related to urban 
constructed areas specially, settlement, commercial and 
industrial land use type and the maximum average 
temperature was 37.5 ºc recorded from transportation, 

military and urban bare lands in the study area. The 
mean average temperature of industrial areas was 34.5 
ºc. for the imaging time in summer. 
 

 
Fig.1. Land Surface Temperature of Tabriz in the 
2018/01/13 
 

 
Fig.2. Land Surface Temperature of Tabriz in the 
2018/08/09 
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Table. 3. One – way ANOVA analysis 

 
The out puts of One- Way ANOVA test (Table. 3) 

revealed that the difference between the groups were 
significant for all the variables except land use type. 

 Table 4. and Table 5 present the result of regression 
model for summer and winter time respectively. 
 
 
Table 4. Model summery for summer time 

 
 
Table 5. Model summery for winter time  

 
 

4. Discussion 
 

The results of this study showed that the high 
temperature is most widespread in suburban areas 
especially in north west and south east rather than 
central parts of the city. Similarly, Shirani-bidabadi et al. 
(2019) suggested that down town area in Isfahan city 
experienced lower temperature than the suburban areas 
during day time. (Shirani-bidabadi et al. 2019; Georgescu 
et al., 2011; Lazzarini et al., 2015).  Also, the same results 
were obtained by Lazzarini et al. (2015), highlighted that 
down town area in some other aried and semi-arid cities 
such as AbuDhabi, Kuwait City, Riyadh, Las Vegas, 
Phoenix, and Biskra experienced lower temperature than 
suburban areas during the day time. According to the 
results, the down town area of Tabriz in winter time 
experienced lower temperature than the suburban areas 
during day time, as well. This can be partly due to the 
existence of large number of bare lands in suburban 
areas (in the suburban areas of Tabriz) which mostly 
absorb sunlight than reflecting it and that leads to a 

higher temperature in suburbs than down town 
(Georgescu et al., 2011; Lazzarini et al., 2015). Because 
the imaging time is in early mooring, so there are not 
significant differences between the variance of mean 
average temperatures for different type of land use in the 
city, but on the other hand the difference among the 
different categories of population density, elevation, and 
proximity to green space (Table.3) are significant. 
According to the regression analysis, due to the status of 
urban structure mainly in the informal parts of the city 
with high elevation, the population density has negative 
effect on LST, which is different to Bokaei, et al, (2016) 
finding, suggested area with high temperature in the 14, 
5,2,15,4 and 20 districts of Tehran face a high density of 
population. In the case of Tabriz, the relation between 
temperature and building high was not significant, and 
according the one –way ANOVA test the effect of the 
distance to green space on LST were significant, which is 
consistent with previous studies (Kolokotroni  & 
Giridharan, 2008; Nastaran et al., 2019; Susca, Gaffin & 
DellOsso, 2011; Takebayashi & Moriyama, 2009),  

El-Hattab et al., 2018, state that the high 
temperature was compatible with the distribution of 
industrial areas, industrial zones surface temperature is 
nearly 5 ºc higher than the center of Cairo, but the 
current study shows that differences between the 
variance of temperatures for different type of land use in 
the city is not significant. Rajasekar & Weng, 2009; 
suggested that the areas with maximum heat signatures 
have a strong correlation with impervious surfaces, 
similarly the current study highlighted the areas with 
maximum temperature related to transportation and 
bare lands.  

. 
5. Conclusion  

 
The research concerning influence of multiple 

variables on LST is set on a Tabriz city for two different 
time during 2018 in order to determine the general laws 
of LST in Tabriz regarding to the one- way ANOVA and 
multiple linear regression analysis. Due to the 
geographical position of the city and the imaging time, 
correlation between the selected variables is relatively 
strong which could estimate only 63.7 and 61.7 percent 
of the LST. The study is unique by its case study and 
statistical methodology comparing to the other studies. 
However, similarity to the previous studies some pattern 
between LST and proximity to different land use type, 
population density, building high, have been shown. in 
general, it could be said that the city has a low 
temperature than the suburban areas. The one –way 
ANOVA analysis of the various land use type indicate that 
the difference between temperature across the land use 
type not significant.  

This study opens an opportunity and necessity for 
further research about the spatial pattern recognition of 
UHI and LST in Tabriz. There is need for more in-depth 
analysis of a selected city.    
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 The first purpose of this paper was, calculating land surface temperature (LST) and exploring 
the spatial distribution of UHI in Ardabil city which was investigated using Land sat 8 
OLI/TIRS images for summer and winter of 2019. The second purpose was exploring the 
thermal effects of Shourabil Lake on surrounding area. The results showed, high temperature 
is most widespread in suburban areas especially in south, south west, west and north west 
rather than central parts of the city. Also, the results showed the maximum average 
temperature in imaging time of winter was 18 ºC, recorded from industrial areas and the 
maximum average temperature in imaging time of summer was 27 ºC recorded from military 
and Festival site. The average temperature of water body in summer and winter were 17 ºC 
and 16 ºC respectively.  According to the results thermal effects of the Shourabil lake was 
limited to 200m, the resultant correlation model for LST and distance to lake based on the 
calculated R (0.896, 0.988, 0.950) demonstrate a strong correlation, notably the regression 
could estimate the thermal variation around the lake in this distance. 

 
 
 
 

1. Introduction  
 

Urban Heat Island (UHI) is one of the more serious 
impacts of urbanization on urban climate (Hirano & 
Fujita, 2012).Thermal properties of different materials, 
evaporation of surfaces and reduced ability of the 
released infrared (IR) radiation to escape from urban 
structures into the atmosphere have also evolved 
significant causes of UHI(R. P. Gupta, n.d.; Mathew, 
Sreekumar, Khandelwal, & Kumar, 2019).The UHI effect 
can be reduced by making changes in built form, material 
selection, and land use proportion in cities in order to 
raise the albedo and cool the surrounding(Nastran, 
Kobal, & Eler, 2019). Land surface temperature (LST) 
varies significantly across different land cover classes 
(Ren et al., 2016; Susca et al., 2018). LST is usually higher 
in built-up areas, such as those for residential and 
industrial land use, and bare surfaces(Shaker, Altman, 
Deng, Vaz, & Forsythe, 2019) It is lower in water bodies 
like ponds, lakes and river which have a significant role 
in reducing the UHI (Hathway & Sharples, 2012). Also 
vegetation, as a key instrument of mitigating urban heat 
island, influences the cooling process due to evaporative 
cooling and shading surfaces which absorb short-wave 
radiation (Kolokotroni & Giridharan, 2008).During last 

years' significant research efforts have been performed 
to evaluate the urban heat island phenomenon and the 
mitigating effects of water bodies and green space. (Cai, 
Han, & Chen, 2018), indicate that the cooling effect of 
water bodies can reach one kilometer (horizontal 
distance).(Nakayama & Hashimoto, 2011),  highlighted 
that effective management of water resources would be 
powerful for ameliorating the heat island.(Amani-Beni, 
Zhang, Xie, & Xu, 2018),  found that the for every 1000 m 
increase in distance from the river, the UHI decreased by 
0.6 ºC to 3 ºC depending on season. Also(Xiao, Dong, Yan, 
Yang, & Xiong, 2018), found that the cooling and 
humidifying effect of large green spaces was more 
obviouse and stabl, and the cooling effect of small green 
spaces was more was more variable. (Hathway & 
Sharples, 2012) showed that the urban form on the river 
bank influenced the levels of cooling felt away from the 
river bank. Also (Giridharan & Kolokotroni, 2009), 
showed that the winter climate control modes have the 
same correlation, indicating that most change in outdoor 
temperature are caused by climate factors and not the 
on-site variables.  

The review of previous studies pointed out mitigation 
effect of water bodies and green space in urban heat 
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island. The purpose of this study is to investigate the 
urban heat island and the mitigation effect achieved by 
water body during February and June. According to 
foregoing the present study was carried out to follow 3 
objectives: (1) the study of LST in Ardabil city using Land 
Sat 8 OLI/TIRS satellite image during the summer and 
winter of the year 2019, (2) Calculating of UHI in the city, 
(3) analysing the effect of Shourabil lake on the 
surrounding achieved temperature.   
 

2. Method 
 

In this study, to evaluate the UHI and influenced area 
of the city, the satellite images of land sat 8 OLI/ TIRS 
(thermal band 10) were used The metadata of images 
were featured in Table 1.  

In order to compute the LST, the thermal band 
digital number (DN) is numerically converted to 
radiometric scale using Eq. (1).  

Eq. (1) is used for converting DN to radiance in 
Landsat 7 ETM image: 
 

Lλ = (
LMAXλ − LMINλ

QCALMAX − QCALMIN
) ∗ (QCAL − QCALMIN) + LMINλ 

 

Where 
𝐿𝜆= the cell value as the radiance 
QCAL=digital number 
𝐿𝑀𝐼𝑁𝜆= spectral radiance scales to QCALMIN 
𝐿𝑀𝐴𝑋𝜆= spectral radiance scales to QCALMAX 
QCALMIN=the minimum quantized calibrated pixel value 
(typically =1) 
QCALMAX+ the maximum quantized calibrated pixel 
value (typically =255) 
 

The value of 𝐿𝑀𝐼𝑁𝜆 and 𝐿𝑀𝐴𝑋𝜆extracted from the 
header file of landsat images are 0.10033 and 22.00180 
respectively (Table.1)  
 
Table 1. Metadata of satellite image  

 
 

Converting radiance to brightness temperature 
After calculating spectral radiance (𝐿𝜆), the images 

were computed for their brightness temperature using 
either Planck's radiance function for temperature (Weng 
et al.,2004) or the approximation formula shown in Eq 
(3). 

Where T is the effective at sensor brightness 
temperature in Celsius, 𝑘1 is calibration constant (in 
kelvin), 𝑘2 is the calibration constant (Watts/[𝑚2 ∗ 𝑠𝑟 ∗
𝜇𝑚]), and Ln is the natural logharithem. Values of , 𝑘1and 
𝑘2 for images are shown in Table 2. 

𝑇℃ =
𝑘2

𝐿𝑛(
𝑘1

𝐿
+ 1)

− 273.15 

 
Table 2. UHI Category 

 
 

LST retrieved from each image of the studied period 
using the Eq. (4): (Weng & Lu, 2008).  
 

𝐿𝑆𝑇 =
𝐵𝑇

1 + 𝑊 ∗ (
𝐵𝑇
𝑃

) ∗ 𝐿𝑛(𝜀)
 

 
W is the effective band wave length (11.475 𝜇𝑚), 𝑃 =

ℎ ∗
𝑐

𝑠
(1.438 ∗ 102−𝑚𝐾), h= Planck's constant, c= velocity 

of light, s= Boltzman constant (1.38 ∗ 1023−𝑗/𝑘) and 𝜀 is 
land surface emissivity. 

Land surface emissivity (𝜀 ) was estimated based on 
NDVI thresholds method as proposed by Sorbrino et al. 
(2004) as follows: 

Normalized Differential Vegetation Index (NDVI) is 
calculated using the equation  

 

NDVI =  
(𝑁𝐼𝑅 − 𝑉𝐼𝑆)

(𝑁𝐼𝑅 + 𝑉𝐼𝑆)
 

 
Where NIR and VIS are the near-infrared and visible 

light bands, respectively 
If NDVI<0.15, then the pixel is considered as bare soil 

and the mean emissivity value used in this study was 0.97 
if, NDVI>0.62 
These kinds of pixels are considered as fully 

vegetated, and then a constant value for emissivity is 
assumed typically of 0.99 

In the case of 0.15<NDVI<0.62 
Is this case emissivity is calculated according to Eq. 

(6). 
 

𝜀 = 𝜀𝑣𝑃𝑣 + 𝜀𝑠(1 − 𝑃𝑣) 
 

Where 𝜀𝑣 is the vegetation emissivity and 𝜀𝑠is the soil 
emissivity. 𝑃𝑣 is the proportion of vegetation obtained 
according to Eq. (7) (Sobrino et al., 2004). 
 

𝑃𝑣 = (
𝑁𝐷𝑉𝐼 − 𝑁𝐷𝑉𝐼𝑚𝑖𝑛

𝑁𝐷𝑉𝐼𝑚𝑎𝑥 + 𝑁𝐷𝑉𝐼𝑚𝑖𝑛

)
2

 

 
Where 𝑁𝐷𝑉𝐼𝑚𝑎𝑥=0.62 and 𝑁𝐷𝑉𝐼𝑚𝑖𝑛=0.15 
 
based on the Eq. (8) we construct the UHI intensity index; 
 
 

𝑈𝐻𝐼𝑖𝑖 =
𝐿𝑆𝑇𝑀𝑎𝑥 − 𝐿𝑆𝑇

𝐿𝑆𝑇𝑚𝑎𝑥 − 𝐿𝑆𝑇𝑚𝑖𝑛

 

 
Then, achieved data were classified based on defined 

interval method with intervals of 0.2. in this method we 
obtained 5 classes, which categorized as Table 2. 
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2.2. Statistical modeling methodology 
 

The approach behind this study bass on assumption 
that water body has mitigation effect on LST, thus the 
relation ship between LST and distance to Shourabil- 
Lake were correlated using with Pearson Correlation test 
in SPSS 25. Further investigation of possible influence of 
Shourabil - Lake on LST has been explored by profile 
tools in ArcGIS10.2 3D analyst and Linear Regression 
Model in SPSS. The linear regression model is estimated 
with Eq. (9): 
 

𝐿𝑆𝑇 =  𝛼 + 𝛽𝑥 
 
2.3. Spatial analysis  
 

This study used Land use map as a Zone data feature 
in ArcGIS. 10.2 for calculation of descriptive statistic such 
as, Mean, Maximum, Minimum of obtained LST for every 
land use type. 

Finally, the temperature of the city was calculated 
based on Eq. (10)  
 

𝑡𝑜𝑡𝑎𝑙 = ∑ 𝐿𝑆𝑇𝐿𝑈𝑖
∗ 𝑊𝐿𝑈𝑖

𝑛

𝑖=1

 

Where; 𝑊𝐿𝑈𝑖
 is; 

 

𝑊𝐿𝑈𝑖
=

𝐴𝑟𝑒𝑎𝐿𝑢𝑖

∑ 𝐴𝑟𝑒𝑎𝐿𝑢

 

 
3. Results  
 

To find the relationship between LST and land use, 
the thermal values of each land use class was obtained by 
overlaying a LST map with Land-use map in ArcGIS 10.2- 
Zonal Analysis Tool. The same was used for obtaining 
UHI. The LST (mean, minimum and maximum) values for 
various land use type for each of the images is 
summarized in Table 3.    According to the LST map, 
surface temperature varied between 11ºC and 36 ºC at 
the imaging time in June. As Table 3. shows, the lowest 
average temperature was 15 ºC related to parking area 
and the maximum average temperature was 27 ºC 
recorded from military and Festival site, also average 
temperature of water body and residential areas were 
low, the calculated temperature for these areas were, 17 
ºC. The calculated temperature for industrial site was 
high, 26 ºC. based on calculation the average 
temperature of the city in the imaging time of June was 
20.6 ºC. according to the table. 2. the UHIII in the 
industrial, police station and festival site were high and 
the lowest UHIII related to parking, water bodies, 
residential, cultural, sanitation and treatment areas. The 
UHIII in the other type of land uses were moderate, 
specially in bare lands. Finally, the UHIII of the city was 
low, 0.39, which refer to a cool weather in the imaging 
time. 

In this paper for exploring the Shourabil Lake's effect 
on surrounding area, we used correlation test and 
regression analysis, the explanatory variable was 
distance to lake which extracted by line profile in ArcGIS 

10.2- 3d Analyst tools, Fig 2.  demonstrate the position of 
line profiles. 

 
Table 3. Model summery  

 
 

 

 
Fig.1. UHI and Land Surface Temperature 

 
The resultant correlation model for LST and distance 

to lake based on the calculated R, demonstrate a strong 
correlation, notably the regression could estimate the 
thermal variation around the lake.  According to the 
analysis, due to the achieved r (0.896, 0.988, 950) and 
Beta, the lake's impact on temperature are positive, 
which means in this class the lake's temperature warms 
up the surrounding area, based on the obtained R (-
0.997, -0.700, -0.857) and Beta for class 2, distance from 
lake shows negative impact on temperature. That means 
the temperature after certain distance to lake tends to 
reduce.  
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Fig.2. Position of the profiles, profile l,2,3-left to right 
a. February, 2019 

 

 
 
Table 4. The model summery for Summer, June 2019 

 
 
4. Discussion 

 
Different type of urbans can cause the formation of 

different forms of heat islands. this study highlighted that 
the residential areas of the Ardabil city were cooler than 
the surrounding areas. In other words, Lower LST values 
tended to be distributed in the center of study area while 
the highest LST values were scattered around the city. On 
the whole, only 5% of Ardabil area suffer from High 
values of UHI, on the other hand the UHI values for 46% 
of the city area were low. Similarly, (Shirani-bidabadi, 
Nasrabadi, Faryadi, Larijani, & Shadman Roodposhti, 
2019)  suggested that down town area in Isfahan city 
experienced lower temperature than the suburban areas 
during day time. In the case of Ardabil this can be partly 
due to existence of bare lands in suburban areas, 
especially in the south and south west, which mostly 
absorb sunlight than reflecting it and that leads to a 
higher temperature in suburban than downtown. Also 
the same results were obtained by (Lazzarini, Marpu, & 
Ghedira, 2013),   highlighted that down town area in 
some other aired and semi-arid cities such as Abu Dhabi, 
Kuwait City, Riyadh, Las Vegas, Phoenix, and Biskra 
experienced lower temperature than suburban areas 
during the day time. (Bokaie et al., 2016), state that 
industrial area in Tehran suffer from high level of LST 
during day time. Our results show a similar finding which 
the average temperature of industrial areas was high, 
especially in the imaging time of winter, the calculated 
temperature for industrial areas were about 18 ºC, which 
is 6 ºC higher than the mean temperature of the city.  Also 

similar results highlighted by (El-Hattab, Amany, & 
Lamia, 2018), According to the results, because of 
surrounding topography and Land use type, the thermal 
effects of Shourabil lake was limited to a short distance. 
Different to (Moyer & Hawkins, 2017) this study showed 
that after certain distance from the lake temperature 
tends to reduce; case profile 1, profile 3 in February 26Th 
2019, and all cases of summer. According to the analysis, 
due to the achieved r (0.896, 0.988, 950) and Beta, the 
lake's impact on temperature is positive, which means in 
class1 the lake warms up the surrounding area. The 
reduction of temperature after 200 m was variable based 
on the nature of topography and land cover. Similarly (N. 
Gupta, Mathew, & Khandelwal, 2019), highlighted that 
the temperature in the river bank of Sabarmati was low 
within 200 m of the river and shows a sharp ascent there 
onwards. Also,  the results which were obtained by (Wu 
& Zhang, 2019), it can be said that various factors affect 
the thermal impacts of water bodies, in the case of 
Shourabil lake, the rising temperature in the surrounding 
areas especially in the north, west and south of the lake 
may be due to the presence of bare lands. In the east of 
the lake-built area alongside the green space cause a 
decrease in temperature 
 
5. Conclusion  
 

The research concerning distribution of LST in 
Ardabil city for two different time during 2019. In order 
to determine the general distribution of UHI in Ardabil 
regarding to land use type the land sat 8 images were 
used. Due to the geographical position of the city and the 
imaging time, residential areas of the Ardabil city were 
cooler than the surrounding areas. As the results showed, 
Lower LST values tended to be distributed in the center 
of city while the highest LST values were scattered 
around the study area. The results highlighted that the 
average temperature of industrial areas in the imaging 
time of winter were high. Also, we explored the thermal 
effect of Shourabil Lake on surrounding area, our study 
indicated that the thermal effect of the lake is limited to a 
short distance from lake, the study showed during 
imaging time because of surrounding land use type the 
temperature after 200 m onward tends to reduce. This 
study opens an opportunity and necessity for further 
research about the spatial pattern recognition of UHI and 
LST in Ardabil. There is need for more in-depth analysis 
of a selected city and thermal effect of water bodies. 
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 We aimed to determine the spatial extent of burned areas using remote sensing (RS) data and 
machine learning methods. It is often difficult, time-consuming and costly to collect in-situ 
data after fires; therefore, RS is used in determining burnt regions. We selected the Manavgat 
district of Antalya province as the study area due to the major forest fires occurred in 2021. 
We used pre-post Sentinel 2A images due to the ability of Sentinel in burned area mapping, 
fire density and damage determination, and being openly available. Then we implemented 
indices to determine the changes caused by fires. The indices are Normalized Burned Ratio 
(NBR), Normalized Vegetation Index (NDVI), Relative differenced Normalized Burn Ratio 
(RdNBR), Relativized Burn Ratio (RBR), Burned Area Index (BAI), and Modified Soil Adjusted 
Vegetation Index (MSAVI), Soil Adjusted Vegetation Index (SAVI). Afterwards, we utilized 
Random Forest (RF) Algorithm, Support Vector Machine (SVM), and Classification Regression 
Tree (CART) for the Machine Learning (ML) classification. We used the Google Earth Engine 
(GEE) platform to obtain satellite images and apply indices and ML based classification. 
Results illustrated that, RF was the most accurate algorithm with 98.57% overall accuracy and 
SVM has the lowest overall accuracy with 86.19% for the region. 

 
 
 
 

1. Introduction  
 

Forests are essential for natural balance in terms of 
the sustainability of ecosystem services, and human 
survival. However, wildfires, occurring as the result of 
accidents, intentional, or global warming, has been 
threatening forest areas and nearby regions. Wildfire 
frequencies have been increasing in recent years 
throughout the world, and aside from that Turkey faced 
a critical year in 2021. Because "major fires," which are 
exceptionally fast-moving, high-intensity, and 
catastrophic, occurred between the end of July to mid-
August both in Turkey and nearby countries such as 
Greece, when meteorological conditions were beyond 
the normal (Bilgili et al., 2021). According to information 
from the European Forest Fire Information System, 227 
forest fire incidents occurred in Turkey in 2021, affecting 
a total area of 192 hectares, with the fires that began on 
July 28 in the Manavgat district of Antalya and continued 
in the Mediterranean, Aegean, Marmara, and the Black 
Sea regions during August, causing loss of life and 
property in large areas (Kavzaoğlu et al., 2021). Accurate, 

fast and timely detection of fire damages in is a 
challenging task. Satellite images have a vital role to 
provide support during the fire and to understand its 
effects immediately after the fire event (Sertel & Algancı, 
2016). 

Since the land surface changes after a fire, many 
indices could use to determine these changes and 
estimate the extent of the burnt regions. Even though 
there are various methods to detect damaged areas, the 
most widely used and functional approaches are based 
on the spectral differences of burnt forest areas after and 
before fires (Algancı et al., 2010). The Differenced 
Normalized Burn Ratio (dNBR) measures a decrease in 
the near infrared (NIR) region and an increase in the 
shortwave infrared (SWIR), which are the most widely 
utilized bands (Masshadi & Alganci, 2021). Furthermore, 
for the Normalized Difference Vegetation Index (NDVI), 
the difference between NIR and red spectral bands is 
used to estimate different vegetation conditions and then 
it can be used to detect vegetation loss. To sum up, 
indices integrate different spectral bands to deduce 
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information about different features and surface 
characteristics.                                 

Sentinel-2 satellites provide various spectral bands, 
spatial and temporal resolution capabilities and Sentinel-
2 images have been used to monitor natural resources 
and burned scar mapping (Bar et al., 2020).  

      Machine Learning (ML) classification methods 
such as Random Forest (RF) and Support Vector 
Machines (SVM) have been used by different researchers 
to determine the extent of forest fires and identify the 
burned areas (Masshadi & Alganci, 2021). The 
Classification Regression Tree (CART) is an alternative 
machine learning algorithm for predictive mapping (Bar 
et al., 2020).                          

Google Earth Engine (GEE) is a cloud-based service 
that may instantly connect for encoding large 
geospatial data without dealing with the computer 
processing challenges (Aksoy et al., 2022). It includes 
extensive geospatial data and various functions that can 
be used collaboratively.  

We investigated the Antalya Forest fires for this 
research using Sentinel-2 images and GEE platform. 
Firstly, we applied the indices RBR, RdNBR and 
differences in the pre-and post-fire indexes MSAVI, SAVI, 
NBR, NDVI, BAI, and SWIR (Short Wave Infrared) The 
second phase of the project involves the creation of 
classification images using several ML approaches such 
as RF, SVM, and CART. Lastly, we compared different 
methods to propose the most appropriate one for our 
selected case study. 
 

2. Method 
 

2.1. Study area 
 

We focused on the research area which is the 
Mediterranean region and time intervals selected 
according to forest fires that occurred due to high 
temperatures in the summer of 2021 in Turkey. So, forest 
fires occurred in many of the provinces on this coast, and 
one of them is the province of Antalya. 

 
2.2. Data 

 
Sentinel-2 satellite images for the post- and pre-fire 

dates were chosen in GEE based on cloud cover rate. We 
tried to find clear images which are closely collected 
before and after the fire to accurately deal with the 
changes caused only by the result of the fires but no other 
conditions. As a result, Sentinel-2 satellite image 
obtained on 20 July 2021 just before the fire and another 
image obtained on 14 August 2021 just after the fire were 
used in this study. It is also important to consider 
whether the fire was entirely extinguished or not to find 
out the exact distribution of burned areas.  

 
2.3. Burn Severity Indices and Mapping  

 
RS platforms are providing spectral information of 

burned objects which can be easily to related spatial burn 
severity field measurements. In addition to spectral 
information, RS indices can also be applied to improve 
this relationship. Therefore, RS indices combined with 

the field measurements are the foundation for producing 
burn severity maps (Zheng et al., 2016). In this research, 
we applied 8 different indices to determine the burned 
areas and classify the severity. These indexes are dNDVI, 
dNBR, RdNBR, RBR, dSAVI, dMSAVI, dSWIR, and dBAI. 
Over time, NDVI potential uses and data sources have 
changed significantly. From the 1990s to the 2010s, 
forest estimation is done in at least one third of the total 
number of publications. The ultimate goal of NDVI 
implementation is to improve the evaluation of RS data 
for vegetation information (Huang et al., 2021). 
Variations in vegetation, humidity levels, and specific 
ground conditions in the NIR and SWIR bands which 
might happen after the fire are acutely susceptible to the 
NBR (Nasery & Kalkan, 2020). By dividing dNBR by the 
pre-fire NBR value, RdNBR was a form of the dNBR that 
took into account the approximate amount of before and 
after fire variations (Miller et al., 2009). Fire-affected 
regions can be especially targeted by BAI. The reverse 
spectral range to an intersection, specified by the lowest 
reflection of burnt vegetation in the NIR and the highest 
in the red band is used to create BAI (Chuvieco et al., 
2008).  

 
2.4. Burned Area Detection and Classification 

 
We carried on the ML classification by using the Red, 

Green, and Blue (RGB) bands of the Sentinel 2A post-fire 
image and a composite image that consists of the indices 
that were created before. Then we added the indices to 
the Sentinel post-fire image as a band to create the 
composite image. Using SVM, RF, and CART algorithms 
pixel-based classification is applied to images. The SVM 
classifier which is an effective analytical algorithm 
provides defining the hyperplane which helps to 
separate the different groups (Masshadi & Algancı, 
2021). In order to get the accurate result, gamma and 
cost parameters are significant in the SVM algorithm. For 
this reason, while the RGB image is classified, the gamma 
value is taken as 1e-2 and the cost value as 1e7, while the 
gamma value for the composite image is taken as 1e-6 
and the cost value as 1e14. The CART classifier relies on 
Decision Tree approaches, which are widely used in Land 
use/land cover classification (Bar et al., 2020). Through 
a robust accumulated sample of the training set, the RF 
classifier builds associated classification and regression 
trees (Masshadi & Algancı, 2021). For each algorithm, we 
used the same training samples for comparability. While 
the number of training polygons is 28, the number of 
validating polygons is 12 according to the %70 and %30 
ratio of training and testing respectively. By using the 
GEE, we obtained three classified images from composite 
of indices and RGB bands and three classified images 
from only RGB bands. 

 
3. Results 

 
We investigated the performance of ML derived 

burnt areas severity maps. The first algorithm was the 
SVM algorithm, and it has the lowest overall accuracy for 
our study area, providing 86.19% overall accuracy. On 
the other hand, the CART algorithm is providing 86.64% 
overall accuracy and the RF algorithm with the highest 
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overall accuracy is 87.54%. Instead, when the burned 
area indices and post-fire image's RGB bands become a 
composite image and are used to classify burning areas 
severity, the SVM algorithm provides 95.3% overall 
accuracy, and it has the lowest overall accuracy for this 
study. The CART algorithm is 97.9%, and the RF 
algorithm has the highest overall accuracy which is 

98.57%. The results are shown in Figure 2. When we 
compare burned areas statistics across ML algorithms in 
the burn severity classification maps which are made 
with the composite image, the total burned area in the 
CART algorithm produced maps is 450 km2, while the 
unburned area is 1156 km2. 

 
Table 2. Burnt severity indices classification intervals 

INDEX Regrowth after fire Unburned Low Severity Moderate Severity High Severity 

dNBR <-0.1 -0.1<x<0.1 0.1<x<0.27 0.27<x<0.66 0.66< 

dNDVI <-0.23 -0.23<x<0.1 0.1<x<0.35 0.35<x<0.50 0.50< 

RdNBR <-9 -9<x<0.30 0.30<x<1.0 1.0<x<1.6 1.6< 

RBR <-0.15 -0.15<x<0.10 0.10<x<0.30 0.30<x<0.50 0.50< 

dSAVI <-0.1 -0.1<x<0.1 0.1<x<0.23 0.23<x<0.32 0.32< 

dMSAVI <-0.1 -0.1<x<0.1 0.1<x<0.22 0.22<x<0.32 0.32< 

dBAI 25< -20<x<25 -150<x<-20 -340<x<-150 <-340 

dSWIR 0.1< -0.01<x<0.1 -0.13<x<-0.01 -0.13<x<-0.06 <-0.13 

 
dNDVI RdNBR RBR dSWIR 

    

dSAVI dMSAVI dBAI dNBR 

    

Figure 1. Burn severity indices classified images 
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Figure 2. Machine Learning burn severity classifications 
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Whereas the total burned area in the SVM algorithm 
produced maps is 439 km2, the unburned area was 1167 
km2. Furthermore, in the burn severity classification 
maps which are made with RGB images, the CART 
algorithm has a total burned area of 341 km2, and the 
unburned area is 1265 km2. For the RF algorithm, the 
total burned area is 329 km2, and the unburned area is 
1277 km2.  

SVM algorithm found the total burned area is 300 
km2, and the unburned area is 1306 km2. In the 
calculation of the burned area, we considered high 
severity, moderate severity, and low severity regions, 
and for the unburned areas, the sum of the areas of the 
unburned and regrowth classes. 
 

4. Discussion 
 

In this research, we intended to evaluate and 
compare the results from images obtained from the 
medium-resolution Sentinel-2A satellite in the Antalya 
Province, in terms of fire severity, by using various ML 
methods. Firstly, it is clear that CART and RF are slightly 
better than the SVM algorithm in terms of overall 
accuracy. Bar et al. (2020) mentioned in their article, 
that they applied ML algorithms to identify forest fires 
using Sentinel-2 images, and CART and RF algorithms 
outperformed the SVM algorithms in terms of kappa 
values. As seen in Figure 2, there is no significant 
difference between fire severity classes in classification 
using composite images. When burn severity maps 
which are produced using RGB and composite images 
are compared, the amount of burned and unaffected 
areas have similar bias. For both of them, CART 
estimated the highest amount of burned area, and SVM 
estimated the lowest amount of burned area. As a result 
of the classification of CART, RF and SVM algorithms 
using RGB bands, less burning and regrowth area was 
obtained compared to the composite image. 
 

5. Conclusion  
 

       In the scope of the project there are six classified 
images which are composite and RGB. While for the 
composite and RGB image the SVM algorithm has the 
lowest overall accuracy, RF has the highest overall 
accuracy. Although there are no significant differences 
between algorithms, there is a difference approximately 
120 km2 between the burned and unburned area 
amounts for the RGB and composite classified images. In 
conclusion, this study shows that by using different 
types of indices and ML algorithms the burnt areas and 
their severities can be determined effectively using 
Sentinel 2A imagery in the Google Earth Engine 
platform. Determining the burnt forest fire areas is 
important for understanding its impact on the 
environmental life cycle. 
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 The increase in the frequency of occurrence of natural disasters in the world in recent years 
leads to an increase in the loss and damage that occurs and negatively affects the lives of 
millions of people every year. Likewise, the incidence and severity of disasters are increasing 
in Turkey. There is a need for effective emergency management in order to minimize the loss 
of lives and properties in large quantities. Emergency management is the management 
process that starts before the realization of predictable or sudden emergencies and includes 
the work done to restore the situation and the organization of these works. With the 
developing technology, unmanned aerial vehicles (UAVs have started to be used frequently in 
studies such as pre-disaster risk estimation and post-disaster situation determination. The 
advantages of UAVs such as being fast, safe, flexible and providing easy access to inaccessible 
areas are some of the reasons why they play an important role in disaster management. In this 
study, the first take-off points of the UAVs were determined for post-disaster process. 

 
 
 
 

1. Introduction  
 

In disasters and emergencies that cause great damage 
to the daily life of humans and other living things, quick 
planning, decision-making, and being able to apply the 
most correct one at a time are of vital importance. In such 
cases, when all processes are considered, a complex and 
dynamic structure is encountered. In order for the 
management processes to progress rapidly, it is 
necessary to obtain data at every stage and analyze the 
incoming data, to alleviate the effects of disasters and to 
facilitate the response processes (Caglayan et al. 2018). 
 

 
Figure 1. Disaster management phases (Bosher et al. 
2021) 
 

Modern disaster management consists of risk and 
mitigation, preparedness, response and recovery phases. 

These stages are called risk management, the steps to be 
done before the disaster, and the work to be done during 
and after the disaster are called crisis management 
(Figure 1)(Uysal et al. 2018).  

The most important advantage of using an UAV is that 
it provides data collection from places that are difficult to 
reach. Engineering studies using UAVs have been 
increasing rapidly in recent years (Aykut 2022). 
Determination of coastline, evaluation of rockfall 
potential, modeling of river topography, modeling of 
cities and historical structures, etc. The use of UAVs has 
increased with the developing technology in many 
engineering fields such as (Alptekin and Yakar 2022). 

Common application areas of UAVs in disaster 
operations management are; mapping the affected areas 
after the disaster, analyzing the collected images, 
coordinating the UAV networks, detecting the disasters 
through some chemical sensors, integrating the UAVs 
with other communication tools and providing fast and 
high quality information transmission (Değirmen et al. 
2018). Technological developments provide great 
convenience in modeling regions exposed to disasters. By 
using the photographs taken with the UAV, the current 
situation of an area can be learned in 3D as soon as 
possible and at the most affordable cost (Alptekin et al. 
2019). 
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2. Method 
 

Samsun Atakum province was chosen as the study 
area. In this study, 11 neighborhoods with the highest 
human and building population were selected (Figure 2), 
considering that the devastating effect of the disaster 
affected urban areas and damage assessment studies 
would be located in areas with dense urban construction. 
 

 
Figure 2. Study Area 
 

In this study to determine red zones for the flight 
DEM, buildings footprints, roads, waterways, gas stations 
locations used as a data. DEM is created using SRTM 
satellite images. Buildings footprints collect from 
Atakum zoning plan, Open Street Map was used as road 
data and waterways data (Farr and Kobrick 2000), gas 
stations locations obtained from addresses.  
 
2.1. Buffer Analysis 
 

Buffer analysis is a GIS querying for desired 
information within a certain geographic distance. This 
analysis is done for point, line or polygon features in 
vector data. Buffer analysis is performed around a point 
with respect to a certain diameter, to the right or left of a 
line for a certain distance, or both, and inside or outside 
a polygon with respect to a certain distance. 2D buffer 
analysis, which is one of the classical GIS operations, is a 
spatial analysis based on the examination of the 
distances of any geographical feature from other features 
around it (Karaş 2011). In this study, Buffer Analysis was 
used to determine the distance to restricted objects. 
 
2.2. Directorate General of Civil Aviation -

Unmanned Aerial Vehicle Systems Instructions 
(SHT-UAV) 

 
Directorate General of Civil Aviation (DGCA) has 

published an SHT-UAV instruction containing all the 
rules about flight rules. This Instruction has been 
prepared in order to determine the procedures and 
principles regarding the import, sale, registration and 
registration of civil UAV systems to be operated or to be 
used in Turkish Airspace, ensuring airworthiness, 
qualifications required of people who will use the 
systems, air traffic services and UAV operations (DGCA, 
2019). 

Flight zones subject to special permission and no-fly 
zones are clearly stated in the 18th and 19th articles of 
the instruction (Figure 3).  
 

 
Figure 3. DGCA SHT-UAV Instructions red zones for the 
flight (DGCA 2019) 
 
 
The contents of these articles are given below. 
- for flights over 400ft 
- at a distance of 5NM (9km) to any airport, heliport, etc. 
- to fly in “Forbidden, Restricted and Dangerous Areas” in 
ENR 5.1 section of Turkish AIP 
- around critical structures and facilities such as military 
facilities, prisons and fuel stations and warehouses 
- In the fields declared with NOTAM 
While the above points are about the situations subject 
to special permission, the points that attract attention as 
flight conditions are; 
- The UAV must be in the pilot's field of view, not 
exceeding 500 meters horizontally, 
- -Do not exceed 400 feet (120 meters) above the ground, 
- Flight must be carried out at a distance of at least 50 
meters from people and structures. 
 

2.3. Defining red zones for the study 
 

“In unforeseen emergencies such as search, rescue 
and disaster, Flight Permit may be granted exceptionally, 
provided that the necessary coordination is ensured with 
the General Directorate” is clearly stated in Article 18 
(DGCA 2019).  

In case of a disaster, immediate flights will be 
required to detect damaged structures as a first response 
after the disaster. In this case, the effects of the disaster 
as the risk of flooding, the possible collapse of structures, 
and the inability to take off on road networks should also 
be taken into account when choosing the location as the 
flight departure area. While performing the disaster 
analysis, the first take-off area should be determined at a 
distance of 50 meters from structures, 50 meters from 
rivers, 20 meters from road structures, and 250 meters 
from gas stations. Areas with a slope of more than 5% 
were selected as unsuitable for take-off. Considering the 
post-disaster tsunami effect, areas up to 10 m above sea 
level were determined as unsuitable areas (Figure 4-9). 
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Figure 4. Roads buffer 20m 
Figure 5. Buildings buffer 

50m 

  

  

Figure 6. Over 5% slope 
Figure 7. 10m from sea 

level 

  

  
Figure 8. Waterways buffer 

50m 
Figure 9. Gas stations 

buffer 250m 

 
 
 

3. Results  
 

All areas that hindered the take-off were combined 
and areas that were not suitable for the first take-off in 
case of post-disaster were created. 
 

 
Figure 10. Green zones for the first take-off 
 

When Figure 10. is examined, it is seen that the small 
green areas in the study area are suitable for take-off in 
the post-disaster situation when all the areas that 
prevent take-off are combined. 75 points detect as a take- 
off points. 

When these areas are selected as the take-off point, 2 
km buffer areas have been created since it is known that 
they can fly at an average distance of 2 km, considering 
the flight capabilities of UAVs (Figure 11).  
 

 
Figure 10 2000m flight coverage 
 

Considering the Modeling Capacity and DGCA flight 
directives, the 500 m buffer analysis result created when 
it is thought that a healthy flight can be made at a distance 
of 500 meters within the pilot's vision is seen in the 
Figure 12. 
 

 
Figure 11. 500m flight coverage 
 

4. Conclusion  
 

It is critical for disaster management to immediately 
collect ground data, damage assessment and modeling in 
post-disaster studies. As a result of the analyzes made, 
the first departure points were determined by 
considering the disaster effects. The coverage areas that 
can be reached with the flights to be made using these 
points have been determined.  

75 points suitable for take-off have been identified. It 
is seen that there is sufficient coverage for the flights that 
can be carried out at 75 points and the studies to be 
carried out at a distance of up to 2000 meters. However, 
it has been determined that there is not enough coverage 
in the densely populated areas of the coast during the 
flights to be made at a distance of 500 meters and within 
the pilot's field of view. 
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 Groundwater is recognized as one of the most important sources of fresh water for 
agricultural and drinking purposes in the world. About one-third of the world's population 
needs groundwater to supply drinking water. Therefore, groundwater plays an important role 
in providing water for consumption in various sectors such as industry, agriculture and 
drinking. In the present study, first the WQI index was calculated using data related to water 
quality parameters of 23 wells in Qazvin plain from 2015 to 2018. Then the performance of 
M5P tree model in estimating groundwater quality in Qazvin plain was evaluated based on 
WQI index. The results of the model were compared with the indices of Correlation Coefficient 
(R), Root Mean Square Error (RMSE) and Mean Absolute Error (MAE). The results showed that 
the third scenario including TDS, EC, TH with RMSE= 5.2198, MAE= 3.7747 and R= 0.9817 was 
selected as the best scenario. The mean values of WQI index showed that most of the area of 
Qazvin plain is allocated to poor quality class. 

 
 
 
 

1. Introduction  
 

In today's world, despite the reduction of surface 
water resources, attention to groundwater resources has 
increased, so the groundwater level and their quality has 
changed (Asghari Moghaddam and Vadiati 2016). In Iran, 
due to its special location in the arid and semi-arid 
region, it is important to pay attention to this source and 
its conditions (Emami et al. 2021). The physical and 
chemical properties of the aquifer and its composition 
determine the quality of groundwater. In agricultural 
issues, knowing the quality of groundwater for 
agricultural use can help researchers and soil and water 
managers to make appropriate plans to preserve soil and 
increase water productivity. 

Mokaram et al. (2017) used the Adaptive Network-
based Fuzzy Inference System (ANFIS) to predict 
groundwater quality in the west of Fars province. Based 
on the results, they found that among the various 
forecasting models, the hybrid model in the FCM method 
with the highest R and the lowest error, has the highest 
accuracy in predicting the groundwater quality of the 
study area. 

Hasani et al. (2018) predicted the groundwater 
quality class of Khan Mirza plain based on the USSL 

diagram using the tree decision method. The results of 
their study showed that only using 4 hydrochemical 
parameters can determine the water quality class with 
high accuracy.  

Asadi et al. (2020) evaluated and zoned the quality of 
groundwater in Tabriz aquifer for drinking and 
agricultural uses. The results showed that about 37% 
(296 km2) of groundwater in the study area has high 
adaptability and the remaining 63% (495 km2) has 
moderate adaptation for agricultural use. The trend of 
WQI and IWQ indices indicates that the groundwater of 
the region becomes more unfavorable over time. 

Trabelsi et al. (2022) used the machine learning index 
to evaluate the effectiveness of machine learning models 
to predict the suitability of groundwater in the 
downstream basin of the Sidi Salem Dam for irrigation 
purposes. The results showed that Ada Boost model is 
the most suitable model and ML model is the most cost-
effective model. Launching a DSS based on machine 
learning models enhances the efficient use of water and 
rationalizes its use by all water stakeholders at the basin 
level. 

The aim of this study was to evaluate the performance 
of the M5P tree model in estimating groundwater quality 
in the Qazvin plain based on the WQI index. 
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2. Method 
 

The study area of Qazvin plain aquifer in Iran with 
an area of 3733.68 square kilometers. In Qazvin 
province, the average annual rainfall in the last 10 years 
is 306.3 mm and the average annual temperature is 14.9 
°C, which according to De Martonne  classification has a 
semi-arid climate. About 72% of the necessary 
expenditures in the agricultural sector are provided from 
the province's groundwater resources. Alluvial soils of 
Qazvin region have good permeability and any type of 
waste produced on the ground penetrates into the 
ground due to rainfall or proximity to water sources and 
contaminates groundwater reservoirs that are 
continuously and widely spread in the area. 

In the present study, the quality parameters of 23 
wells including Total Hardness (TH), alkalinity (pH), 
Electrical Conductivity (EC), Total Dissolved Solid (TDS), 
Calcium (Ca), Sodium (Na), Magnesium (Mg), Potassium 
(K), Chlorine (Cl), Bicarbonate (HCO3) and Sulfate (SO4) 
have been used in the aquifer of Qazvin plain in the 
statistical period of 4 years (2018-2015). The spatial 
location of the studied wells is shown in Figure 1. 
 

 
Figure 1. Location of the study area and distribution of 
sampling wells 
 

The statistical characteristics of the variables used 
are presented in Table 1. 
 
Table 1. Statistical characteristics of implemented 
parameters 
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pH 5.60 8.70 7.63 -0.94 5.00 

TDS 219.00 6296.00 
1049.3

1 
2.82 10.29 

TH 120.00 1404.50 410.39 1.86 3.88 

EC 351.00 9837.00 
1645.5

0 
2.80 10.17 

K 0.02 0.87 0.08 7.84 82.27 

Na 0.55 63.20 8.23 3.06 12.34 

Mg 0.63 18.97 3.66 3.04 12.27 

Ca 1.23 21.99 4.55 2.61 10.22 

SO4 0.21 26.66 5.30 1.72 3.94 

Cl 0.44 58.07 7.56 2.81 9.58 

HCo3 0.50 6.45 3.78 -0.25 1.28 

WQI index values were considered as target outputs. 
Using the correlation method, the types of input 
compounds (including parameters with a correlation 
above 0.8) were identified (Table 2). The M5P tree model 
was used to estimate WQI values.  Of the available data, 
70% were considered for calibration and 30% for 
validation. 
 
Table 2. Parameters involved in each scenario 

Scenario Number Input Parameters 

1 TDS 

2 TDS, EC 

3 TDS, EC, TH 

4 TDS, EC, TH, Ca 

5 TDS, EC, TH, Ca, SO4 

6 TDS, EC, TH, Ca, SO4, Cl 

7 TDS, EC, TH, Ca, SO4, Cl, Na 

 
2.1. Water Quality Index 
 

Drinking water quality index was calculated using 
formulas 1 to 3. In these formulas, w is the weight of each 
parameter due to its importance in drinking and W is the 
relative weight of each parameter, C is the concentration 
of each parameter, S is the standard concentration of 
each parameter, q is the quality rank of each parameter 
and WQI is the drinking water quality index (Singh 
1992). 
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Calculated WQI values are usually divided into five 

categories (Table 3). 
 
Table 3. Water quality classification based on WQI value 

Classification of Drinking Water Quality 

Type of Water Class WQI Range 

Excellent water I below 50 

Good water II 50-100 

Poor water III 100-200 

Very poor water IV 200-300 

Water unsuitable for drinking V above 300 

 
Finally, by plotting the average WQI values with the 

help of GIS software, it is possible to achieve changes in 
groundwater quality at the aquifer level. Kriging 
interpolation method was used to draw this map and 
estimate the WQI index in non-sampled points. Kriging is 
a statistical method that uses statistics in addition to 
mathematical functions to predict unknown points. 

Equation 4 shows the general kriging relationship: 
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Z∗ = ∑ λi Z(xi)

N

i=1

 (4) 

 

Where n is the number of data, Z * is the estimated 
spatial data value, Z (xi) is the spatial data value observed 
at point i, and λi is the sample weight xi, indicating the 
importance of point i in kriging calculations, and the sum 
of the coefficients λi is 1. Will be (Meng 2020). 

A semi-variable is used to determine the spatial 
relationship of a random variable in the statistics field. 
Equation 5 is the relation to the criterion of the 
experimental γ semivariogram (Metron 1963): 
 

γ(ℎ) =
1

2 𝑛(ℎ)
 ∑[𝑍(𝑥𝑖) − 𝑍(𝑥𝑖 + ℎ)2]

𝑛(ℎ)

𝑖=1

 (5) 

 
n (h) The number of pairs of points in a certain class 

of distance and direction, Z (Xi) and Z (xi + h) represent 
the location of Z and (h) γ the values of the semi-
experimental exponential change at distances h. 
 
2.2. M5P Tree Model 
 

The M5P algorithm is a logical reconstruction of the 
M5 introduced by Wang and Witten in 1997. The M5P 
tree model has the ability to predict numerically 
continuous variables from numerical traits, and the 
predicted results appear as multivariate linear 
regression models on tree leaves. The criterion of 
division in a node is based on the selection of the 
standard deviation of the output values that reach that 
node as a measure of error. By testing each attribute 
(parameter) in the node, the expected reduction in error 
is calculated. The reduction in standard deviation is 
calculated by Equation (6) (Wang and Witten 1997). 
 

𝑆𝐷𝑅 =
𝑚

|𝑇|
× 𝛽(𝑖) × [𝑠𝑑(𝑇) − ∑

|𝑇𝑗|

|𝑇|
× 𝑠𝑑(𝑇𝑗)

𝑗∈(𝐿,𝑅)
] (6) 

 
In the above relation, SDR decreases the standard 

deviation, T represents the series of samples that are 
bound, m is the number of samples that do not have 
missing values for this attribute, β (i) is a correction 
factor, TL and TR are sets that are divided by this 
attribute into There are. 

To compare the values obtained from the M5P tree 
model with the values calculated from the WQI index, the 
criteria of evaluation of Correlation Coefficient (R), Root 
Mean Square Error (RMSE), Mean Absolute Error (MAE) 
were used. The formulas of the above statistics are 
presented in Equations (7) to (9), respectively: 
 

𝑅 =
∑ (𝑥𝑖 − �̅�)(𝑦𝑖 − �̅�)𝑁

𝑖=1

√∑ (𝑥𝑖 − �̅�)2 .  ∑ (𝑦𝑖 − �̅�)2𝑁
𝑖=1

𝑁
𝑖=1

 (7) 

 

𝑅𝑀𝑆𝐸 = √
∑ (𝑥𝑖 − 𝑦𝑖)

2𝑁
𝑖=1

𝑁
 (8) 

 

𝑀𝐴𝐸 =
1

𝑁
∑|𝑥𝑖 − 𝑦𝑖|

𝑁

𝑖=1

 (9) 

 
In the above relations, yi represents the estimated 

value of the model, xi represents the value calculated 
from the qualitative index, and N represents the amount 
of data. 
 
3. Results  
 

The results obtained from the 7 input scenarios used 
in the M5P tree model are presented in Table 4. 
 
Table 4. Evaluation criteria for estimating quantitative 
WQI values 

Scenario 
M5P 

R RMSE MAE 

1 0.9901 7.419 6.7142 

2 0.9895 7.3441 6.6159 

3 0.9817 5.2198 3.7747 

4 0.9598 7.3118 5.2855 

5 0.9694 6.9329 4.6595 

6 0.9694 6.9329 4.6595 

7 0.9694 6.9329 4.6595 

 
According to Table 4, Scenario 3 including TDS, EC, TH 

with the lowest error rate was selected as the best 
scenario for estimating WQI values. 

A map of the average WQI values is shown in Figure 
2. 
 

 
Figure 2. Map of average WQI values in Qazvin plain 

 

According to Figure 2, it can be concluded that most 
of the area of Qazvin plain has water with poor quality 
class, also a part of the south of the plain has a very poor-
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quality class and only a very small part of the north of the 
plain has good quality water. 
 
 

4. Discussion 
 

Calculating Water Quality Index with a large number 
of parameters is time consuming and difficult. However, 
data-based methods with a very small number of 
parameters provide more acceptable results, and this 
increases the popularity of data-based methods. The 
results of the present study showed that the M5P tree 
model using the parameters TH, TDS, EC had 
considerable accuracy in estimating WQI values. In 
general, the results showed that most of the Qazvin plain 
has water with poor quality class. 

 
5. Conclusion  

 
In the present study, Water Quality Index using the 

parameters of Total Hardness (TH), alkalinity (pH), 
Electrical Conductivity (EC), Total Dissolved Solid (TDS), 
Calcium (Ca), Sodium (Na), Magnesium (Mg), Potassium 
(K), Chlorine (Cl), Bicarbonate (HCO3) and Sulfate (SO4) 
were calculated. Then, the M5P tree model was used to 
estimate the WQI values, considering different scenarios. 
The results showed that TH, TDS and EC parameters 
were the most effective parameters in determining the 
groundwater quality of Qazvin plain. Most of the plain 
also had a WQI index between 100 and 200, which 
indicates a poor-quality class. 
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 Nowadays, with the growth of population in rural settlements and the complexity of the 
relations governing these settlements, the physical problems have become wider and more 
complex. The physical problems of the rural areas are related to water resource, waste water, 
roads,  healthcare centers, electricity, as well as other infrastructures. There are various ways 
to monitor these problems, many of which are traditionally implemented in rural areas The 
present study seeks to develop a web-based participatory Geographic Information System 
(GIS) to monitor the physical problems of rurals. For this purpose, a web GIS was first designed 
and developed. This system was implemented for participatory monitoring of the problems of 
Eskaman, Dehshad Bala, Razi Abad and Asilabad villages. The people of these villages were 
invited to report their problems locally through the web GIS and complete a questionnaire 
related to the usability of the system. The results show that the highest number of problems 
reported by villagers (24%) is related to water and sewage problems. Assessing the usability 
of the system shows that despite the desire of villagers to use the system, the need to teach 
the use of GIS tools and simplification of the user interfaces is of critical importance. 

 
 
 
 
 

1. Introduction  
 

Given that the majority of the country’s population 
lives in rural areas, addressing issues and problems in 
this area is of great importance. In examining the 
problems of rural settlements, addressing the physical 
dimensions is of particular importance. The natural 
environment of a settlement and the changes made to it, 
such as buildings, streets, facilities and major facilities, 
are considered as physical elements occupying space 
(Bahraini ،1370). 

There are various methods for monitoring the 
physical problems of the villages, many of which are 
traditionally utilized in the villages. Due to the increasing 
number of rural problems, the need for prompt and 
optimal treatment of physical problems in rural areas is 
felt more than ever. One of the appropriate methods to 
identify, monitor and solve physical problems is to use 
participatory web Geographic Information System (GIS) 
tools. On the one hand, the use of GIS as a platform that 
manages, visualizes and analyzes spatial data, and on the 
other hand, web technology that can provide a platform 

accessible to the public, enables the location-based 
participation in monitoring the rural physical problems. 
Easy access to the required GIS data and tools, anywhere, 
anytime and through any device, has led to the increasing 
use of web-based GIS systems for people to participate in 
solving spatial problem or spatial planning/decision 
making processes (Jelokhani et al. 2016). This technology 
provides the ground for the participation of the villagers 
in identifying the physical problems of the village by 
providing more interaction and participation, connection 
to wider networks and multiple communication 
channels. Using this technology, villagers become active 
observers and act as active, analytical, intelligent, 
responsible, conscious, mobile, distributed and 
interactive sensors to monitor and report on their 
surroundings (Jelokhani et al. 2017). This type of 
monitoring is based on the notion that villagers can use 
their five senses, like artificial sensors or even better 
(Goodchild 2007), to provide information about rural 
physical problems in more detail and accurate manner.  

The present study seeks to develop and evaluate a 
web-based participatory GIS for monitoring and 
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reporting rural problems. For this purpose, in the first 
step, the need assessment of the web-based GIS was 
performed, and in the next step, the system was used 
experimentally to report the problems of Shahriar 
villages. Finally, the system was evaluated through a 
questionnaire in the system. 
 

2. Method 
 

To explain the objectives of the present study, a 
web-based GIS was designed. The designed system was 
developed based on the views of the residents of Shahriar 
villages. After the implementation of the system, the 
results of the participation of villagers including the 
number and type of problems reported, the type of 
spatial data (point, line and polygon) and views on the 
usability of the system were examined. 

 

2.1. Research objectives  
 

 

The main purpose of this study is to develop a 
participatory GIS in order to solve the physical problems 
of rural settlements. In order to achieve this goal, the 
present study pursues the following sub-objectives: (1) 
Needs assessment and design of a participatory GIS for 
rural areas in order to solve physical problems of rural 
settlements and (2) Evaluation of the participatory GIS 
from the perspective of villagers in order to assess the 
usability of the system in rural areas. 

To start working with the system, first the villagers 
register on the site and then the tools in the site become 
available to each user. Villagers can report the problems 
and location of the problems using the tools available on 
the map, and for each problem, upload text, photos and 
videos, and complete a questionnaire related to the 
usability of the system. These inputs are stored in the 
database and then categorized and analyzed by the 
admin (Figure 1). 
 

 
Figure 1. System process 
 
One of the important tools of the system is the ability to 
draw shapes in the form of points, lines and polygons, so 
that the user can specify the location of the physical 
problems to be shown for officials on the map. The 
possibility of deleting and editing drawings is also 
considered in this section (Figure 2). Immediately after 
drawing the desired location on the map, a window 
opens for the user, which has features such as the 
problem submission box, the suggestion box, and the 
comment box and follow-up of the person in charge 

about the problem. The user can also talk about the place 
and the problems with other villagers and officials, and it 
is possible for other villagers to talk about the problem in 
the same box. 
 

 
Figure 2. Drawings in the system 
 
 
2.2. Study area  

 

Shahriar city with an area of 320 square kilometers 
is one of the 12 cities of Tehran province. This city is 
located in the west of Tehran province, which is bordered 
by Mallard city from the west, Quds city from the north, 
Robat Karim city and Baharestan city from the south, and 
Islamshahr city from the east (Figure 3). 

 

 
Figure 3. Study area 

 
 

3. Discussion and Results  
 

In terms of using the capabilities of the system, 92% 
of the participants used the data type of point to record 
problems, 100% of the recorded problems were 
accompanied by text, and 95%, in addition to the text of 
the report, presented their suggestions to solve the 
problem. Furthermore, 20% and 2% of the participants 
uploaded reports along with photos and short videos, 
respectively. 

The results of the system usability assessment show 
that 31% want to use the system. Analysis of statistics 
related to the usability of the system shows that although 
statistically the majority were willing to use the system 
and participate in reporting problems or considered the 
use of the system simple, but close to the pros and cons 
and the relatively high statistical people who were 
hesitant about responding indicate that the villagers, 
despite their desire to participate in this field, need to be 
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trained and have the cultural background to use the 
system. The need to use the system is still not clear to 
many villagers and they prefer to use the traditional 
methods of the past to convey their problems to the 
authorities. Also, the user interface of the site needs to be 
strengthened and reviewed in order to be able to attract 
the audience in the first place and encourage them to use 
the system. Villagers also need to learn to interact with 
systems and map-based tools. One of the problems they 
faced when working with the system was finding the 
village where they lived on the map, and this made them 
think first that working with the map could be difficult 
and complicated.  

 
4. Conclusion 

 
The study has presented a participatory Web GIS 

tool for monitoring and reporting rural problems. The 
proposed system involves using the map-based visual 
tools to report physical and spatial problems of rural 
areas. In general, the findings show that villagers are 
willing to participate in monitoring and reporting rural 
problems in a location-based way and through the web-
based system, but considering a number of prerequisites 
and trainings, as well as eliminating system flaws and 
correcting the wrong mentality of the past, can alleviate 
the matter. 

 
5. Recommendations  

 
In general, it seems that considering the existing 

capacities, using a participatory GIS to report the 
physical problems of the villages can be helpful, but it 
requires that the public awareness be increased in 
relation to the benefits of the system among the rural 
people and officials. As the future work, the system user 
interface should be strengthened and look simpler and 
freer of any complexity according to the usability 
assessment results. Infrastructure issues such as antenna 
problems and the Internet should also be addressed with 
the help of officials to enable the use of system 
capabilities. Once the problems are solved, people 
gradually trust the authorities and gradually learn to use 

the system and can report problems in much more detail 
and accuracy. 

It is also suggested that the future studies adopt data 
logging approach to better monitor the behavior of users 
while interacting with the system. Moreover, production 
of mobile applications for the system can also make the 
capabilities of the system better, faster and more 
accessible to the villagers. 

As another suggestion, future study might 
investigate and evaluate the relationship between 
villagers' motivation and system use. Obviously, the 
more motivated villagers are to report problems (for 
example, problems related to where they live), the more 
time and effort they will spend reporting the problems. 
This would lead to increased participation and use of the 
system in reporting rural physical problems. The results 
of a study conducted by Amini Rad (2021) show that 
there is a direct relationship between the motivation of 
participants and the quality of participatory geographic 
data. 
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 Accurate modeling of river quality parameters is essential for environmental planning, 
optimal operation of reservoirs, designing of hydraulic structures and irrigation planning. 
Considering that direct measurement of quality parameters is time consuming and costly, it is 
possible to predict these parameters with less time and cost and with high accuracy using 
artificial intelligence methods. In this regard and in the present study, the electrical 
conductivity parameter of Mordagh Chay River has been estimated using the gaussian process 
regression method. Based on this, the amounts of calcium, magnesium, sodium, chlorine and 
sulfate of this river on a monthly scale over a period of 47 years (1971-2018) were used as 
input parameters of the models. Statistical parameters of correlation coefficient, scattering 
index and Wilmott’s index were also used to compare the obtained results with the observed 
values. Finally, the obtained results showed that the GPR5 model with SI of 0.093 and WI of 
0.995 had the best performance. It was also generally concluded that using the models used in 
this study, the EC value in the Mordagh Chay River can be estimated with appropriate 
accuracy.   

 
 
 
 

1. Introduction  
 

Rivers are the main and most important source of 
fresh water for various industrial, drinking and 
agricultural usages, and all over the world, the high 
quality of river water is very important and vital. Various 
environmental factors such as the construction of 
industrial factories, population growth and the use of 
pesticides in agricultural lands have affected the quality 
of river water. Therefore, the study of variability of water 
quality criteria along a river has been researched and 
considered by researchers as modeling and predicting 
water quality to provide appropriate solutions to control 
and reduce river pollution. Also, one of the key factors in 
water resources management and fresh water 
processing in accordance with urban, industrial and 
agricultural needs is modeling and estimating water 
quality. Various criteria are used to indicate water 
quality. Water salinity is one of the most important 
criteria that is measured by the parameter of electrical 
conductivity (EC). In this regard, classical statistical 
methods have been used to develop water resources 
management and investigate changes in river water 
quality. In recent years, machine learning methods have 

been used significantly in predicting various parameters 
of water resources due to their accuracy and the need for 
low cost and time. Studies of Yesilnacar et al. (2008), 
Rankovic et al. (2010), Emamgholizadeh et al. (2013) and 
Shokoohi et al. (2017) are examples of research 
conducted in the field of modeling water quality 
parameters. 

Haghiabi et al. (2018) examined the methods of 
artificial neural network (ANN), group method of data 
handling (GMDH) and support vector machine (SVM) in 
predicting the water quality of the Tireh River located in 
southwestern Iran. Comparison of the results by error 
indices showed the superiority of the SVM model over 
other models. Najah Ahmad et al. (2020) utilized 
techniques of Adaptive Neuro-Fuzzy Inference System 
(ANFIS), Radial Basis Function Neural Networks (RBF-
ANN) and Multi-Layer Perceptron Neural Networks 
(MLP-ANN) for estimating water quality parameters in 
the Johor River Basin in Malaysia. They also used a hybrid 
method of Neuro-Fuzzy Inference System based 
augmented wavelet de-noising technique (WDT-ANFIS) 
to increase the accuracy and showed that in the 
validation section, the proposed model had a satisfactory 
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performance in estimating all water quality parameters. 
Melesse et al. (2020) predicted salinity in the Babol River 
in northern Iran using random forest and M5P methods 
and eight new hybrid algorithms. In this research, the 
parameters PH, TDS, flow rate and some cations and 
anions were used as input of the models. Using the 
results, it was shown that hybrid models increase 
accuracy of the single models. 

According to studies on water quality parameters, 
machine learning methods in most researches have had 
accurate and desirable results. Therefore, in this study, 
with the aim of modeling water quality in Mordagh Chay 
River located in Maragheh city, Gaussian process 
regression technique has been used and the amount of 
electrical conductivity in the study area has been 
estimated to manage and protect the water quality of this 
river using the obtained results.  
 

2. Method 
 

2.1. Study area 
 

Mordagh Chay is a river located in northwestern Iran 
in the province of East Azerbaijan. This river originates 
from Sahand mountains and after passing through the 
lands of Maragheh and Malekan cities, it reaches a branch 
of Zarrineh river. In this study, water quality data 
Mordagh Chay at Gheshlagh Amir station, which is 
located at 46° 17′ longitude and 37° 18′ latitude, has been 
used. The data used in this study include the parameters 
of calcium (Ca), magnesium (Mg), sodium (Na), chlorine 
(Cl), sulfate (SO4) and electrical conductivity (EC) on a 
monthly scale and over a period of 47 years, from 1971 
to 2018, so that the mentioned parameters in different 
combinations have been used as input of models to 
estimate EC. Table 1 shows the different combinations of 
input parameters of the studied models. 

 
Table 1. Different combinations of input parameters of 
the studied models 

Output 
Parameter 

Input Parameters 
Combination 

Number 

EC Ca, Mg 1 

EC Ca, Na 2 

EC Mg, Na 3 

EC Ca, Mg, Cl 4 

EC Ca, Mg, Na 5 

EC Ca, Mg, Na, SO4 6 

EC Ca, Mg, Na, Cl 7 

EC 
Ca, Mg, Na, Cl, 

SO4 
8 

 
 

2.2. Gaussian process regression (GPR) 
 

Gaussian process regression models are based on the 
assumption that adjustment observations should carry 
information about each other. Gaussian processes are a 
way to specify a priority directly on the function space. 
This is a natural generalization of the Gaussian 
distribution which mean and covariance are vectors and 
matrices, respectively (Yang et al. 2018). The Gaussian 

distribution is on vectors while the Gaussian process is 
on functions. As a result, Gaussian process models do not 
need any validation process to generalize due to prior 
knowledge of functional dependencies and data, and 
Gaussian process regression models are able to 
understand the prediction distribution corresponding to 
the test input (Pal and Deswal, 2010). 

Consider the set S with n observations 𝑆 =
{(𝑥𝑖 , 𝑦𝑖)|𝑖 = 1, . . . , 𝑛}, in which 𝑥𝑖is the input vector with 
D dimension and 𝑦𝑖is the output with scalar or target. 
This set consists of two components, input and output, as 
sample or experimental points. For ease of operation, the 
inputs of the set are aggregated in 𝑋 =
[𝑥1, 𝑥2, 𝑥3, . . . , 𝑥𝑛]matrix and the outputs are also 
collected in 𝑌 = [𝑦1, 𝑦2, 𝑦3, . . . , 𝑦𝑛]matrix. The regression 
task is to create a new 𝑥∗input in order to achieve the 
predicted distribution for 𝑦∗corresponding values of the 
observational data and based on the S data set. The 
Gaussian process is a set of random variables, a limited 
number of which are integrated with Gaussian 
distributions. The Gaussian process is a generalization of 
the Gaussian distribution. The Gaussian distribution is 
actually the distribution between random variables, 
while the Gaussian process represents the distribution 
between functions. The Gaussian process is defined by 
the functions of mean and covariance in the form of 
Equations 1 and 2: 
 

( ) ( ( ))m x E f x=
 

(1) 

  

( , ) ( ( ) ( ))( ( ) ( ))k x x E f x m x f x m x  = − −
 

(2) 

 

which 𝑘(𝑥, 𝑥 ′) is a function of covariance (or kernel) 

that is calculated in x and 𝑥 ′points. The Gaussian 
process can be expressed as Equation 3: 
 

( ) ( ( ), ( , ))f x GP m x k x x   (3) 

 
Which is usually considered to be zero to simplify the 

value of the average function. 
 
2.3. Performance evaluation criteria of models 
 

Error values between the studied models and 
observational data were estimated and evaluated by 
correlation coefficient (R), scatter index (SI) and 
Wilmott’s index (WI) using Equations 4 to 6. 
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In Equations 4 to 6, 𝑥𝑖and 𝑦𝑖are the predicted and 

observed monthly electrical conductivity values, 
respectively and n is the number of observations. 
 
3. Results  
 

In this study, in order to model the electrical 
conductivity in the Mordagh Chay River, the parameters 
of calcium (Ca), magnesium (Mg), sodium (Na), chlorine 
(Cl) and sulfate (SO4) were used as input data and the EC 
parameter was estimated as the output of the models. 
Therefore, based on the correlation of input parameters 
with EC, eight different scenarios were defined by 
combining different input data for the studied models 
and the obtained results were compared using the 
statistical parameters of correlation coefficient, scatter 
index and Wilmott’s index with observational data and 
superior models were introduced. Table 2 shows the 
statistical indicators of the studied models.  
 
Table 2. Statistical indicators of studied models 

Model R SI WI 

GPR1 0.992 0.105 0.995 

GPR2 0.984 0.184 0.985 

GPR3 0.913 0.396 0.881 

GPR4 0.992 0.109 0.994 

GPR5 0.991 0.093 0.995 

GPR6 0.989 0.107 0.994 

GPR7 0.989 0.103 0.994 

GPR8 0.986 0.124 0.992 

 
According to Table 2, the obtained results show that 

the GPR5 model with correlation coefficient of 0.991, 
scatter index of 0.093 and Wilmott’s index of 0.995 had 
the best results. The second place was taken by GPR1 
model with correlation coefficient of 0.992, scatter index 
of 0.55 and Wilmott’s index of 0.995 with only two input 
parameters (Ca and Mg). Also, GPR7 model with 
correlation coefficient of 0.989, scatter index of 0.103 
and Wilmott’s index of 0.994 had good accuracy and was 
ranked third. In general, the results show that the 
developed models have appropriate and acceptable 
accuracy in modeling the EC values of the Mordagh Chay 
River.  
 
4. Discussion 
 

In order to better understand the performance of the 
superior models, the diagram of monthly changes of EC 
using the best models (Figure 1) and the graph of the 
distribution of computational EC values with the 
superior studied models in comparison with the 
observational EC (Figure 2) are given. 
 

 
Figure 1. Diagram of monthly changes of EC using the 
best implemented model 
 

 

 

 
Figure 2. Distribution diagram of computational EC 
values with the superior studied models in comparison 
with observational EC 
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According to Figure 1, the high agreement of the GPR5 
model with the observational data can be deduced. In 
Figure 2, the distribution of points around the bisector 
axis is lower in superior models which have less error 
and are closer to the observational values of EC. 
 
5. Conclusion  
 

Pollution and low water quality of rivers directly 
affect the environment and human life and estimation 
and determination of quality parameters of river water 
has a significant role in the management of water 
resources. Therefore, in the present study, machine 
learning method, Gaussian process regression was used 
to model and predict the electrical conductivity of the 
Mordagh Chay River. Hence, the anions and cations 
(calcium, magnesium, sodium, chlorine, sulfate) of this 
river were used as input data over a period of 47 years. 
The obtained results showed that GPR5 model with 
scatter index of 0.093 and Wilmott’s index of 0.995 had 
the best results. It was also shown that all implemented 
models used were successful in estimating the EC value. 
In general, it is concluded that using GPR method, the EC 
parameter and water quality in the Mordagh Chay River 
can be modeled and estimated with low error and 
desirable accuracy. 
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 The expansion of urbanization and the changing natural conditions of waterways increase the 
likelihood of flooding in cities. In this paper, we model the flood-sensitive areas for vehicle 
movement in areas 3, 6 and 7 of Tehran and determine the critical area of the critical tissue 
against floods using the AHP method, GIS and PSO algorithm. For this purpose, land use, rivers, 
roads, subways, population density, traffic density, altitude and slope are selected as effective 
flood parameters in areas 3, 6 and 7 of Tehran and weighting of these parameters in the Expert 
software environment. Choice done. Then the results were transferred to GIS software 
environment and a map of flood-sensitive areas in three areas 3, 6 and 7 was prepared for 
vehicle movement. The results of flood risk in areas 3, 6, and 7 in Tehran show that areas with 
very low risk are 0.5%, areas with low risk are 6.8% and areas with medium to high risk are 
25.7%. This indicates the movement of the vehicle in case of flood risk in the 7th district of 
Tehran, which is due to population density, building (land use), proximity to the central area 
to the canal, and the lack of proper drainage. While using the PSO algorithm, districts 6 and 7 
of Tehran are flood-prone areas. 

 
 
 
 

1. Introduction  
 

Floods occur when the water level in a place exceeds 
the allowable limit, and according to researchers and 
experts, floods are a destructive phenomenon in which 
water flows from various sources and can be sudden or 
intentional (Fernandes et al., 2018; Desai et al., 2015; 
Santos and Reis, 2018; Prăvălie and Costache, 2013; 
Mishra and Sinha, 2020; Sarkar and Mondal, 2020).  

In various parts of the world, natural factors like 
height, soil tissue, drainage compression, interval, 
vegetation, and others operate as flood triggers (Azareh 
et al., 2019; Hosseini et al., 2020 Floods frequently cause 
a catastrophic hazard to human life as well as a 
socioeconomic ruin (Hirabayashi et al., 2013; Costache, 
2019), Also floods trigger human life and economic loss, 
as well as the demolition of agricultural products, harm 
to the ecosystem, and the extension of infectious illnesses 
(Shafapour et al., 2019; Isazade and Aliegigy, 2021).  

With the occurrence of floods, many users 
downstream of the river are exposed to threats and 

dangers, and also floods occur due to heavy rainfall in the 
city due to the impenetrability of urban surfaces these 
floods often appear as flooding of roads and streets, 
houses, especially in low-lying areas of the city (Grimaldi 
et al., 2016; Grimaldi et al., 2018; Khorrami et al., 2019; 
Li et al., 2018; Li et al., 2016; Wright et al., 2018). 

But no one knows when and how floods will occur, the 
hydraulic properties of urban drainage systems are 
affected by daily activities (for example, the discharge of 
solid waste into drainage systems), and the 
characteristics of surface runoff affect transportation and 
Urban relocation affects different areas of the city. 
Therefore, it is very difficult to determine the areas for 
moving the vehicle when the streets in the city are 
flooded (Bozorgy, 2007).  

Based on the literature, research has been done on 
this subject, for example, Karahan et al. (2012) Estimated 
the parameters of the nonlinear masking method using 
the Hybrid Harmony Search (HHS) algorithm. The 
proposal was able to more accurately estimate the 
parameters of the Muskingham nonlinear model.  
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Xu et al. (2017) used the Differential Evolution (DE) 
algorithm to estimate the parameters of the Musking 
model nonlinearly, comparing their results with those of 
HS, PSO, and GA, which were compared by other 
researchers. The results obtained from DE are not much 
different from other meta-exploration algorithms and 
can.  

As mentioned previously, storm surges of sufficient 
strength can flood roadways and render them 
impassable for several hours to multiple days or weeks 
(Karim and Mimura, 2008; Kleinosky et al., 2006). The 
roads are not only interdicted by standing water, they are 
blocked by deposited debris, or may be destroyed by the 
force of the storm surge via hydrostatic uplift (Kelman 
and Spence, 2004). Aside from directly impacting the 
overall connectivity of the network, in the worst cases, 
local and regional damage to the streets may accelerate 
the balkanization process, where large portions of the 
road network are disconnected from the system at large, 
creating distinct sub-networks.  

Assessing the impact of river floods on the 
transportation system with emphasis on travel demand 
is of great importance in Tehran to reduce the risk of 
floods in the future. In the field of climate change and 
urbanization, there is already a risk of increasing river 
floods. However, managing mass evacuations is so 
complex that it requires the coordination of government 
agencies, local authorities, and civil society members to 
ensure clear guidelines. Followed by the population to 
achieve effective and safe evacuation. When other 
emergency response processes are not sufficient to 
protect people's lives, widespread organized evacuation 
is the ultimate choice. It is a very serious and risky action 
that often affects many people. In terms of time, money 
and credit can be costly. In this paper, to process and 
interpret human and qualitative information along with 
quantitative information, we used AHP methods and the 
PSO algorithm to drain floods in areas 3, 6 and 7 of 
Tehran to move the vehicle. In addition, the AHP method 
can be consistent with human reasoning and is therefore 
able to integrate expert experience, which can be 
important for flood evacuation decisions in different 
urban areas. 
 

2. Study area 
 

Tehran, the capital of Iran and the center of Tehran 
province, is geographically situated at 51° 17′ to 51° 33′ 
East and 35°36′ to 35° 45′ North Figure 1. Tehran is 
composed of 22 regions, of which regions 3, 6 and 7 are 
very vulnerable to urban floods due to being 
mountainous and were selected as the study area in this 
paper. 
 
3. Method and materials 
 

In this paper, we weighted ground data including land 
use, rivers, roads, subways, population density, traffic 
density, altitude and slope using the AHP model from 1 
to 9 and gave the most weight to river data.  We allocated 
population, and passages considered the lowest weight 
for subway data. AHP method was used to make the 

weighting of the criteria compatible with the human 
mind and nature.  
 

 
Figure 1.  Study area 
 

Because each of the variables had a different effect on 
the distribution of floods in the streets of districts 3, 6 
and 7 of Tehran. To make the weighting of the criteria 
compatible with the human mind and nature, the AHP 
method was used in Expert Choice software.  

Because each of the variables had a different effect on 
the distribution of floods in the streets of districts 3, 6 
and 7 of Tehran. In the PSO algorithm, we used the values 
obtained from the AHP model, and our parameters in this 
algorithm were a distance from the river, a distance from 
the road, population density, slope and altitude.  

In implementing the PSO algorithm, we made a 
comparison between the PSO method and local search. 
 
3.1. Analytical Hierarchy process (AHP model) 
 

The process of hierarchical analysis is one of the most 
popular multi-criteria decision-making methods, first 
invented by Thomas L. Saati in the 1970s. This method is 
used in a variety of decision-making situations from 
simple personal decisions to complex economic 
decisions. The process is based on three basic principles: 
model structure and judgment judging.  

Criteria, inference from priorities Two important 
issues in this approach are consistency and consistency, 
and the length of time it takes to make judgments on a 
complex decision issue, especially as the number of 
options increases (Dagdeviren et al., 2009). 
 
3.2. Particle swarm optimization (PSO) 
 

The second level headings should be written with left 
aligned, 10 font size, first character capital, bold. Each 
paragraph should seperate with one line from former 
paragraph. You can delete this section and write the 
article text without disturbing the formatting.  

For an N-dimensional problem with solution P, the 
velocity of the i-th particle is calculated from Equation 
(1) (Kim et al., 2001).  
 

𝑥𝑖𝑑
𝑛+1 =  𝑥𝑖𝑑

𝑛 +  𝑣𝑖𝑑
𝑛+1 (1) 
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According to experience, if the value of w is large at 
first and decreases during the optimization process, it 
gives better results, so equation (2) is used for w 
(McCarthy, 1983). 
 

𝑤𝑛 =  𝑤𝑚𝑎𝑥 − 
(𝑤𝑚𝑎𝑥−𝑤𝑚𝑖𝑛)𝑥𝑛

𝑖𝑡𝑒𝑟𝑚𝑎𝑥

 (2) 

 
Where  is 𝑤𝑚𝑎𝑥   the initial inertia, 𝑤𝑚𝑖𝑛  the final 

inertia 𝑖𝑡𝑒𝑟𝑚𝑎𝑥  is the maximum number of iterations of 
the algorithm. 
 
4. Discussion and results 
 
4.1. Investigating the effect of effective parameters 
on the occurrence of floods 
 
Lithology: Lithology is an important variable in the field 
of potential for urban floods because it affects 
hydrological and hydrogeological conditions such as soil 
permeability and surface runoff (Miller et al., 1990; 
Siahkamari et al., 2018) Lithological map of regions 3, 6 
and 7 using 1: 100000 and 1: 250,000 geological maps 
taken from the Geological Survey of Iran and prepared in 
the ArcGIS software environment. Most human activities 
such as urban planning and agricultural land are 
concentrated in areas 3, 6 and 7. 
 
Soil: This parameter indicates soil quality based on the 
minimum amount of water infiltration (USDA, 1986). 
Soils are classified into four groups A, B, C and D in terms 
of hydrological characteristics. Group A soils have little 
potential for runoff production and Group D soils have 
more potential for urban runoff (Gittleman et al., 2017) 
to prepare a hydrological map of areas 3, 6 and 7 of 
Tehran from geological maps, land use as well as global 
data. Soil Hydrology Group from the NASA website was 
used in the Arc SWAT model. 
  
Land use: According to Garcia Ruiz et al. (2008), land use 
in each region is very important for hydrological 
responses in different periods (García-Ruiz et al., 2008). 
Bakers et al. (2013) in their research showed that 
changes in land use can increase the likelihood of 
flooding in the region (Becker et al., 2013). In this article, 
to prepare the land use map of the region, the Landsat 8 
OLI sensor product related to April 2022 was used. 
 
Elevation classes: In general, there is an inverse 
relationship between flood risk and altitude. The 
frequency of floods decreases with increasing altitude, so 
lower altitudes are more sensitive to flooding (Khosravi 
et al., 2016). The map of the elevation classes of the 
region was prepared using the digital elevation model 
(DEM) with a spatial resolution of 12.5 meters on 4 
floors. 
 
Slope: A strong positive correlation can be found 
between the slope of the area and the surface flow 
velocity (Das et al., 2018). Areas experiencing a sudden 
drop in slope are likely to encounter large volumes of 
water, causing severe flooding in these areas (Pradhan et 
al., 2009). Slope maps of areas 3, 6 and 7 of Tehran were 

prepared using digital elevation model data with a spatial 
resolution of 12.5 meters in the Arc GIS software 
environment and four floors. 
 
Distance from the river: This parameter is an important 
geomorphic factor that must be considered to prepare an 
accurate flood risk map. As the distance increases, the 
slope. The height increases. Areas far from the river 
channel are less vulnerable to floods (Das et al., 2018). In 
this paper, the distance map of waterways was prepared 
using Euclidean tools in the Arc GIS software and the 
distance values ranged from 0 to 3145 meters. 
 
4.2. Flood modeling in areas 3, 6 and 7 of Tehran 
using the AHP method and PSO  
 

Examination of the results obtained from Expert 
Choice software showed that among the effective factors 
in flood risk in areas 3, 6 and 7 of Tehran, distance from 
the river with a weight of 0.185, passages, height of 
0.107, land use with a weight of 0.103, slope with a 
weight of 0.102, respectively. It has the highest weight 
and impact on the risk of urban floods in areas 3, 6 and 7 
of Tehran for vehicle movement. Also, population density 
with a weight of 0.101, traffic density with a weight of 
0.100 and metro with a weight of 0.99 have the least 
impact on the occurrence of flood damage in areas 3, 6 
and 7 of Tehran in the movement of vehicles.  

The results of this study with the results of Ahmadi et 
al. (2011) concluded that among the effective factors in 
urban floods, the distance from the river has the highest 
weight and impact, and also the study of Elsheikh et al. 
(2015) in Malaysia that Soils have the least impact on the 
occurrence of floods, respectively. Then, the final map of 
flood risk zoning in areas 3, 6 and 7 of Tehran in the 
movement of vehicles was prepared by combining 
different layers and applying the weight of each, which is 
shown in Figure 2. Figure 2. shows that the route of all 
canals and canals in areas 3, 6 and 7 are in the range of 
flood risk with high and very high intensity that 
Bahminafar et al. (2016) in the city of Shandiz, Mashhad, 
which was destroyed.  
 

 
Figure 2. modeling changes in accessibility 
accompanying occurrence of flood. 
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Natural routes with urban development as well as the 
expansion of the city along the riverbed and non-
compliance with engineering principles and improper 
design of structures such as bridges are exacerbating 
floods in the region. In the PSO algorithm, we made a 
comparison between the PSO method and local search, 
which is shown in Figure 3. Identification of flood 
sensitivity points in areas 3, 6 and 7 of Tehran for moving 
the device has almost the same performance as the PSO 
algorithm when flooding roads due to flooding for vehicle 
movement in areas 3, 6 and 7 of Tehran, while the local 
PSO search algorithm for areas 3, 6 and 7 has the best 
high-cost function. It was 0.68%, but the PSO algorithm 
obtained close to 0.6% using this function Figure 4. 
 

 
Figure 3. a) Identification of flood sensitive points in 
areas 3, 6 and 7 of Tehran for vehicle movement with PSO 
algorithm, b) Identification of flood sensitivity points in 
areas 3, 6 and 7 of Tehran for vehicle movement by local 
search of PSO algorithm 
 

 
Figure 4. Comparison of PSO algorithm and local search 
of PSO algorithm 
 
5. Conclusion 
 

In this paper, modeling to identify flood-prone and 
flood-prone areas for vehicle movement in areas 3, 6 and 
7 of Tehran and they are better and more efficient 
management during floods, flood risk zoning using the 
AHP model, GIS and PSO algorithm to be examined. By 
examining the results of Expert Choice software and PSO 
algorithm, the most effective factors in case of flood risk 

for the vehicle can be identified and by prioritizing them, 
effective solutions can be adopted during urban floods.  

The results of flood risk in areas 3, 6 and 7 in Tehran 
show that areas with very low risk are 0.5%, areas with 
low risk are 6.8% and areas with medium to high risk are 
25.7%. This indicates the movement of the vehicle in case 
of flood risk in the 7th district of Tehran, which is due to 
population density, building (land use), proximity to the 
central area to the canal and the lack of proper drainage. 
Is. While using the PSO algorithm, districts 6 and 7 of 
Tehran are flood-prone areas. 
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 It is critical to understand the spatial distribution of soil particle fractions to create sustainable 
soil management methods. The spatial distribution of particle fractions has long been studied 
using geostatistics. Soil particle fractions can be assessed and mapped using a variety of 
approaches, but selecting the best appropriate method for anywhere has always been a 
controversial topic in all soil mapping applications. In this study, there is an evaluation of the 
estimation performance of ordinary kriging (OK) and IDW (Inverse distance weighting) 
methods for digital mapping of soil particle fractions. It was determined that the clay content 
of the soil samples was between 24% and 76%, the sand content was between 2% and 69%, 
and the silt content was between 3% and 44%. The performance of the models was evaluated 
by the results of the root mean square error (RMSE) and the sum of the fractions. The best 
results were found using the OK method for Silt (RMSE: 5.36%), while IDW produced more 
high predictions for Clay (RMSE: 13.80%) and Sand (RMSE: 19.90%). In the control of 
composition structure, IDW is the method that most closely predicted the relative sum of the 
three fractions defined as 100%. Creating texture classes in a GIS environment and comparing 
the efficiency of the produced soil fraction maps is advised. 

 
 
 
 
 
 

1. Introduction  
 

The relative proportions of sand, silt, and clay are key 
soil properties that affect many important physical, 
chemical, and biological properties of soils (Saurette et 
al., 2022). Each particle fraction's geographic variation 
patterns are critical for the creation of sustainable 
management techniques. 

Besides the inverse distance weighting (IDW) 
method, which is based on Tobler's first law of geography 
and has no additional requirements regarding spatial 
distribution and sample size (Zhu et al., 2018), ordinary 
kriging (OK), a linear geostatistical interpolation 
technique based on weighting the sums of values at 
adjacent sampled points are the most widely used spatial 
modeling applications for the estimation of soil particle 
fractions (Mousavi et al., 2017). 

From fluvial (river terraces) and colluvial sediments 
to marine and lacustrine deposits containing marl, shale, 
claystone, and flysch as well as limestone and basalts, 

Turkiye's vertisols have a wide range of parent materials. 
Moreover, these soils are also in spatial proximity to 
Fluvisols, which are predominantly formed in aquatic 
sediments associated with rivers and flood plains, and 
lake (Özsoy and Aksoy, 2007). The delta of the Kocaçay 
River and the lacustrine deposits of Lake Manyas form 
the Fluvisol-Vertisol landscape in our study area. 

Any particular area's soil particle fractions are 
controlled by geological and pedological factors, which 
affect their spatial variability. However, in locations 
where alluvial processes are in play, this variability can 
be extremely large. 

Soil texture is one of the most well-known types of 
compositional data. Soil particle fractions that are 
relevant to our investigation total 100%. In the process 
of modeling the soil fractions that we are interested in, 
this has been a topic that has been overlooked.  

The accuracy of this compositional structure can be 
checked by collecting the raster maps of the obtained 
clay, silt, and sand fractions in the geographic 
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information systems environment. Soil scientists can 
analyze the maps created using this approach in addition 
to testing the correctness of the model.  

This study aims to compare two different 
geostatistical methods, which have found widespread 
application in the literature, in an area dominated by 
fluvisols and vertisols soil types, in terms of surface soil 
particle fraction. 
 

2. Method 
 

2.1. Study area 
 

Lake of Manyas is in Northwest Türkiye. The research 
land was located around of lake and covers an undulating 
area of approximately 600 km2 (N35 Zone UTM, 570000-
595000 East, 4440000-4460000 North). The climatic 
conditions are characterized by an average annual 
temperature of 15°C and annual precipitation of about 
700 mm (TSMS, 2022). From the Precambrian through 
the Quaternary, the region's geology is divided into 
distinct strata. It was alluvium transported by rivers that 
blanketed the area following the Miocene deposition of 
Neogene limestones and marls (Mater et al., 2003). There 
are dry agricultural areas in the north of the study area, 
and extensively irrigated agricultural areas like rice in 
the south and west, according to CORINE (CLC, 2018). 
The northern, eastern, and western parts of Lake Manyas 
are dominated by vertisols, whereas the southern parts 
are dominated by fluvisols (Aksoy et al., 2010). 
 

 
Figure 1. Location of the study area, and the spatial 
distribution of the soil sampling points overlaid on the 
Sentinel 2A satellite false-color image 
 
2.2. Soil data 
 

50 soil samples at a depth of 30 cm were taken from 
the research area between June and August of 2019. The 
GPS Magellan eXplorist XL was used to record the 
positions of all sampling points. Fig. 1 depicts the 
locations of the sampling points. The hydrometer method 
(Bouyoucos, 1962) was used to determine the 
distribution of the soil particles fractions were defined 
based on the international soil particle size classification 
of sand (0.05 to 2 mm), silt (0.002 to 0.05 mm), and clay 
(<0.002 mm). 
 
2.3. Geostatistical analysis 

 
Geostatistical analyzes were carried out with the 

features measured at 50 points of the studied region. 
Maximum and minimum statistics, mean, standard 

deviation, skewness, and kurtosis were determined to 
examine the frequency distribution and determine the 
descriptive statistics for each fraction (Table 1). Two 
different geostatistical approaches are presented under 
separate headings. 

 
2.3.1. Inverse distance weighting (IDW)  
 

The IDW model uses the inverse distance relationship 
with the following equation to calculate the weights of 
the values. The IDW interpolation of a value aj for a given 
location j is computed as (Emmendorfer and Dimuro 
2020): 
 

â𝑗
𝐼𝐷𝑊 =∑𝑤𝑖,𝑗

𝑛

𝑖=1

â𝑖 (1) 

 
where each âi , i= 1, . . . ., n is a data point available at a 

location i. The weights of wi,j , for each data point are 
given as: 
 

𝑤𝑖,𝑗 =
𝑑𝑖,𝑗
−𝛼

∑ 𝑑𝑖,𝑗
−𝛼𝑛

𝑘=1

 (2) 

 
where di,j, is the Euclidean distance between a data 

point available at location i and the unknown data at 
location j; n is the number of data points available; α 
means the power, is a control parameter. The ArcGIS 
10.8-Geostatistical Wizard-IDW tool was used to 
generate distribution maps and model results for 
geographic coordinated soil particle fractions (ESRI, 
2021). 
 
2.3.2. Ordinary Kriging (OK) 
 

To examine the spatial variations of the soil particle 
fractions, the experimental semivariogram was 
calculated and the spatial structure of the data was 
investigated in the studied region. Theoretical models 
were fitted to these.  

The spatial variation structure, the Semivariogram, is 
determined using the following equation; 
 

𝛾(ℎ) =
1

2𝑛(ℎ)
∑[𝑍(𝑋𝑖

𝑛

𝑛=1

) − 𝑍(𝑋𝑖 + ℎ)]2 (3) 

 
where n is the number of pairs of the sample 

separated by the distance h and Z(Xi) the value of sampled 
point in ith point (i = 1,2,3, …, n). Each of the three 
fractions studied had a different best model (in terms of 
RMSE) (Fig. 2, Table 3). 

To estimate soil particle fraction at unsampled points 
 

𝑍(𝜇) =∑𝜆𝑖𝑍(𝜇𝑖

𝑛

𝑖=1

) (4) 

 
where Z(μ) is the predicted value of unsampled point; 

Z(μi) is the ith point by measured value; λi is the ith point 
by undefined weight for the estimated value; n is the 
number of sampled values. 
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The ArcGIS 10.8-Geostatistical Wizard-Ordinary 
Kriging tool was used to generate distribution maps and 
model results for geographic coordinated soil particle 
fractions (ESRI, 2021). 

 
2.4. Summation of the predicted soil particle size 

fractions 
 

Clay, silt, and sand all make up 100% of the soil 
texture composition. Using such data, the predicted 
components must amount to 100% over the entire model 
(Amirian-Chakan et al., 2019). Raster maps of the soil 
particle fraction produced by two different approaches 
were collected with the ArcGIS 10.8-Arctoolbox-Spatial 
Analyst-Map Algebra-Raster calculator tool (ESRI, 2021). 
 
3. Results  

 
3.1. Descriptive statistics of soil particle fractions 
 

Table 1 was listed the descriptive statistics results of 
the analyzed datasets. In the study area, the highest 
average was determined in Clay with 48.2%, while the 
lowest was in Silt with 19.8%.  
 
Table 1. Descriptive statistics of soil particle fractions. 
Abbreviations: SD: Standard deviation, CV: Coefficient of 
Variation (%). Min.: Minimum, Max.: Maximum, Ske.: 
Skewness, Kur.: Kurtosis 

 Mean SD CV Min. Max. Ske. Kur. 

Clay 48.2 13.2 27.4 24.1 75.6 0.0 -0.9 
Silt 19.8 6.7 33.8 3.00 44.2 1.5 5.0 
Sand 31.9 13.5 42.4 2.60 68.6 0.3 0.0 

 
The highest coefficient of variation (CV) in the study 

area was found in the sand with 42.4%. The skewness 
coefficients were quite close to 0 for clay and sand, while 
positive skewness values were present for Silt. 
Meanwhile, the kurtosis coefficient for silt was quite high 
compared to the other two fractions (Table 1). 
 
3.2. Variogram analysis and spatial autocorrelation  
 

Figure 2 depicts the experimental variograms of clay, 
silt, and sand content, together with the fitted different 
models. 
 

 
Figure 2. Variograms and fitted models. 
 

The tested models (Spherical, Gaussian, Exponential) 
were modeled with an experimental variogram of soil 

fractions. The nugget: sill ratio (NSR) represents a 
contribution of the nugget to the overall spatial structure 
of the variogram and it can be calculated as NSR = 
C0/(C0+C). The NSR indicates how geographically 
dependent or autocorrelated the measured attribute is. 
Ratios below 0.25 indicate a strong spatial correlation, 
while ratios above 0.75 indicate a weak spatial 
correlation, with a median value between 0.25 and 0.75 
suggesting moderate spatial dependency (Adhikari et al. 
2013). The NSR ranged from 0.0 to 0.12 within the three 
fractions, showing strong spatial dependence (Table 2). 
 
Table 2. Semivariogram model properties for soil 
particle fractions.  

Soil particle 
fractions 

Model 
Nugget 
(c0) 

Sill 
(c0+c) 

Nugget 
/Sill 
Ratio 

Range 
(m) 

Clay Sph. 8.74 177.2 0.04 2425 
Silt Gau. 6.48 51.9 0.12 5450 
Sand Exp. 0.0 188.9 0.0 3358 

 
3.3. Model performance and predicted maps 
 

Table 3 displays the results of modeling soil particle 
fractions with IDW and OK geostatistical methods. The 
fitted variograms for the soil particle fractions were 
spherical for Clay, gaussian for silt, and exponential for 
sand (Fig. 2 and Tablo 3).  Zeraatpisheh et al. (2022) 
found predominantly spherical and exponential 
mathematical models in the modeling process of soil 
fractions. While for Silt the lowest root mean square 
error values were obtained from the OK-Gaussian model, 
Clay and Sand, it was obtained from the model produced 
as a result of setting the power parameter of IDW to 1 
(Table 3).  
 
Table 3. Comparisons of the accuracy of IDW and OK 
models for cross-validation results of soil particle 
fractions (Root mean square value) 

Fractions OK IDW 
Model 
/Parameter 

Sph. Exp. Gau. 1 2 

Clay 14.47 14.54 14.63 13.80 14.68 
Silt 5.54 5.71 5.36 6.16 6.06 
Sand 14.54 14.31 14.37 13.94 14.54 

 
Continuous maps for each soil fraction in the study 

area were shown in Fig. 3. Both different methods 
produced similar distributions for clay and silt. The 
southeast of the study area was characterized by higher 
silt and lower sand contents than the overall area (Fig. 3-
a-d). This was a considerable difference in the 
distribution of the sand fraction between the two models. 
Considering the minimum and maximum values in the 
data set for Sand (Table 1), it is seen that the OK method 
cannot exemplify the minimum values of Sand (Fig.4-f). 
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Figure 3. Map of predicted soil particle fractions 
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4. Discussion 
 

Spatial modeling of each of the soil particle fractions 
is a popular approach because of the particular 
importance of each of the fractions (Saurette et al., 2022). 
Geostatistical models based on distinct mathematical 
foundations shows to have similar model accuracy 
(Table 3). Significant differences were determined for 
Sand in particular for the produced spatial maps. Here, it 
should be well known for IDW that the maximum and 
minimum of estimated values from IDW are limited to 
the extreme data points in the data set (Emmendorfer 
and Dimuro, 2020). When compared to OK, this IDW 
made no significant change in forecast maps for Silt and 
Clay, while it made a substantial difference for Sand. IDW 
was found to be more successful in reflecting the 
minimum and maximum values of the sand fraction 
better in the fluvisols areas concentrated in the southeast 
of the study area. OK and IDW produced similar 
distribution maps and minimum and maximum values 
for silt. Again for Clay, OK and IDW produced similar 
minimum and maximum values, while OK produced 
sharp map boundaries. (Fig. 3-b,f). The sharp boundaries 
that OK produces based on mathematical calculations 
may not have a counterpart in the field. The fact that OK 
produces such maps, especially for Sand and Clay, may be 
related to the decrease in model accuracy values (Table 
3). Sharply demarcated maps may not represent the 
mapping unit boundary approach in soil maps. Soil 
texture, which is well-known for its compositional 
structure, must be evaluated to see if these three 
functions are all equal to 100% totally. Considering the 
maps produced as a result of collecting the estimated 3 
fractions in a raster environment, those regions that have 
a total of more than 100 and less than 100 are 
concentrated in the research area's southern and 
southeasterly sections (Fig. 3-h). These regions are 
characterized by alluvial deposits. In this regard, it is 
recommended to carry out spatial mapping applications 
by making precise and more sampling in these regions, 
specific to the study area. High changes in soil fraction at 
short distances are characteristic of alluvial deposition 
zones (Basayigit and Senol, 2008). Similarly, in a study 
area that developed mainly on Quaternary aged alluvial 
deposits, the totals of the spatially estimated soil fraction 
maps with different approaches appeared in the range of 
96% to 104 (Amirian-Chakan et al., 2019). The summing 
values for IDW range from 99 to 101%, whereas the 
summing values for OK range from 62.39 to 166.91% 
based on our findings (Fig. 3 g-h). The mathematical basis 
of the OK method for each fraction may have caused this 
difference. Using GIS tools, it is possible to create texture 
classes and compare the resulting soil particle fractions 
(Saurette et al., 2022). 
 
3. Conclusion  
 

The results of our study demonstrate the 
effectiveness of 2 different well-known geostatistics (OK 
and IDW) applications to study and analyze the spatial 
behavior of soil texture content in an area with high 
variability over short distances. To evaluate the 
uncertainty of the maps obtained, the collection of the 

fractions we suggest and the control due to the 
compositional structure should be expressed as a 
significant issue. For soil surveyors, the geostatistical-
based model must resemble natural classes that will form 
the distribution map of soil texture, as well as statistical 
success.  Using other data layers such as digital data to 
represent the formation of soils (topographic 
parameters, parent material, organism) and other 
information that may affect the spatial distribution of soil 
texture in fluvisols and vertisols, and using advanced 
statistical learning algorithms suggest that studies be 
carried out by making more analysis in a way that can 
reveal non-linear relationships. 
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 Due to its importance in the designing of water projects, flood investigation and estimation 
has always been one of the key issues in the field of hydrology and researchers have tried to 
estimate the river flow more accurately by using different methods. In this regard and in the 
present study, the monthly discharge values of Kaleybar Chay River were predicted using 
machine learning method of M5 model tree. Based on this, time series data of discharge and 
precipitation in monthly delays are used as input parameters of the models and the results are 
evaluated using the statistical indicators of correlation coefficient, root mean square error and 
mean absolute error. Finally, the values obtained from the M5 models showed that among the 
studied models, M5(6) model with the root mean square error of 0.968 and the mean absolute 
error of 0.625, had the highest correlation with the observed values and recorded the most 
accurate results in this study. It was also found that most of the M5 models had a successful 
performance in estimating the monthly flow in the study area.   

 
 
 
 
 
 

1. Introduction  
 

Control and use of surface water have great important 
especially in areas with water shortage problems and 
seasonal rivers. Accurate estimation of river flow is 
necessary for planning and managing water resources 
and organizing the river. It is also important to predict 
the flow rates of the river from various aspects such as 
the optimal operation of dam reservoirs. In addition, 
river flow is one of the influential factors in the 
phenomena of drought, floods, sources of drinking water 
supply and in general issues related to water systems. In 
recent years, researchers have used various methods to 
estimate river discharge values, among which, machine 
learning models have shown better performance due to 
high accuracy and the need for less cost and time. Among 
the studies conducted in this field, the following can be 
mentioned: 

Cannas et al. (2005) estimated the monthly flow of the 
Tirso Basin River in Sardinia, Italy, using a combined 
neural network model and wavelet analysis, and 
investigated the effect of data preprocessing on the 
neural network using discrete and continuous wavelet 
transforms. The results showed that the integrated 
model is more accurate than the neural network model. 

Huang et al. (2014) predicted monthly discharge values 
in Wei River Basin using a specific hybrid model of 
empirical mode decomposition-support vector machine 
(EMD-SVM). Comparison of the results showed that in all 
studied stations, the model performed better than the 
ANN and SVM methods. In another study, Nouri and Kalin 
(2016) simulated daily river flow rates in Atlanta, USA. 
They first used the SWAT model to simulate daily flow 
and used the results obtained from this model as input to 
the artificial neural network method. Finally, it was 
shown that the combination of semi-distributed models 
with artificial neural network method improves the 
accuracy of river flow prediction in the study area. 

The M5 model tree is also one of the machine learning 
methods that has been used in recent years to predict 
many hydrological phenomena. One of them is the study 
of Sattari et al. (2013). They evaluated the ability of the 
M5 model tree to predict the daily discharge of the Sohu 
Stream in Ankara, Turkey. Sattari et al.  (2013) compared 
the results using statistical indicators with the support 
vector machine method and showed that in general the 
M5 model had a better performance. Also, using M5 
model tree, Zahiri and Azamathulla (2014) estimated 
river flow, Singh et al. (2010) estimated the average 
annual flood, Shaghaghi et al. (2019) predicted the 
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dimensions of the river regime and Unes et al. (2020) 
modeled river flow. 

According to the studies conducted in the field of 
using machine learning methods in modeling 
hydrological phenomena, the high importance of 
estimating river discharge values by applying the 
mentioned techniques can be inferred. Therefore, the 
purpose of this study is to predict the monthly discharge 
values of Kaleybar Chay River in Kaleybar station 
applying M5 model tree and using discharge (in two-time 
delays of one and two months) and precipitation 
(without time delay and time delay of one Month) data.  
 

2. Method 
 

2.1. Study area 

 
Kaleybar Chay Basin with an area of 144960 hectares 

is located in northwestern Iran and north of East 
Azerbaijan province. This basin is considered as a subset 
of Aras basin and is located between the geographical 
coordinates of 46°   40΄ to 47°   13΄ east longitude and 38°   
39΄ to 39°   09΄ north latitude. Kaleybar Chay River is the 
most important river of Kaleybar Chay Basin and one of 
the permanent rivers of East Azerbaijan province. This 
river originates from the heights of Qara Dagh and the 
main branch of this river passes through Kaleybar and 
finally flows into Aras River. In the present study, the 
flow and precipitation data of Kaleybar Chay River in 
Kaleybar station from 2002 to 2015 have been used on a 
monthly scale, so that the flow data with two-time delays 
of one and two months and the precipitation data has 
been applied with a delay of one month and without a 
time delay. 

In this study, using different combinations of time 
series of discharge and precipitation data as input of M5 
model tree, river discharge values were estimated. Table 
1 shows the different combinations of input parameters 
of the models. 

 
Table 1. Different combinations of input parameters of 
the studied models 

Output 
Parameter 

Input 
Parameters 

Combination 
Number 

Qt Pt 1 

Qt Qt-1 2 

Qt Pt, Qt-1 3 

Qt Pt-1, Qt-1 4 

Qt Pt-1, Pt, Qt-1 5 

Qt Pt-1, Pt, Qt-1, Qt-2 6 

 
2.1. M5 model tree  

 
The M5 model tree (Quinlan 1992) is a subset of 

machine learning and data mining methods. Data mining 
refers to the process of searching for and discovering 
various models, summarizing, and obtaining values from 
a set of known values. Data mining methods are designed 
for large data sets with many variables, so they are 
different from older statistical methods designed for 
small data sets with small variables. Decision tree-based 
methods as one of the most well-known data mining 

techniques, predict or classify the objective property as 
output in the form of a model with a tree structure using 
input data. M5 model is a tree model for predicting 
continuous numerical traits in which linear regression 
functions are displayed on the leaves of this tree (Sattari 
et al. 2013), which in recent years has made a significant 
change in classification and predictions issues. Decision 
trees are a useful solution to many classification 
problems that use complex databases and complex or 
erroneous information. Decision trees, which have 
predictive and descriptive properties, are the most 
widely used classification models because of their easy 
installation, interpretation, and integration into database 
systems, and better reliability. The division criterion is 
based on the standard deviation of the subset values. The 
mathematical formula for calculating the standard 
deviation reduction (SDR) is as follows: 
 

( ) ( )i
i

T
SDR SD T SD T

T
= − 

 
(1) 

 
In Equation (1), T represents a group of samples that 

are bound, Ti represents a subset of samples that is the 
product of a potential group, and SD represents a 
standard deviation. After examining all possible 
structures, a structure is selected that has the maximum 
expected error reduction. This division process often 
produces an excellent tree-like structure that leads to an 
over-appropriate structure (Unes et al. 2020). 
 
2.2. Criteria for evaluating the accuracy of models 
 

The error values between the applied models and the 
observational data were evaluated by correlation 
coefficient (R), root mean square error (RMSE) and mean 
absolute error (MAE) using the Equations 2 to 4. 
 

1 1 1

2 2 2 2

1 1 1 1

1
( )

1 1
( ( ) )( ( ) )

n n n

i i i i

i i i
n n n n

i i i i

i i i i

x y x y
n

R

x x y y
n n

= = =

= = = =

−

=

− −

  

   
 

(2) 

 

2

1

1
( )

n

i i

i

RMSE x y
n =

= −
 

(3) 

 

1

1 n

i i

i

MAE x y
n =

= −
 

(4) 

 
In Equations 2 to 4, xi and yi are the observed and 

predicted monthly flow rates, respectively, and n is the 
number of observations. 
 
3. Results  
 

In this study, using time series of discharge and 
precipitation data and using M5 model tree, the monthly 
discharge values of Kaleybar Chay River in Kaleybar 
station were estimated. Then the results of the 
mentioned methods were compared by statistical indices 
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of correlation coefficient, root mean square error and 
mean absolute error and the most appropriate and best 
model for predicting river discharge in the study area 
was determined and introduced. Table 2 shows the 
values of statistical indicators for different models with 
different combinations of input parameters.  
 
Table 2. Statistical indicators of different flow estimation 
models 

Model R RMSE MAE 

M5(1) 0.437 1.38 0.815 

M5(2) 0.678 1.1 0.693 

M5(3) 0.708 1.06 0.675 

M5(4) 0.678 1.1 0.693 

M5(5) 0.708 1.06 0.675 

M5(6) 0.77 0.968 0.625 

 
Figure 1 shows the bar graph of statistical indicators 

of all studied models. Figure 2 demonstrates the 
temporal changes of river flow using the best studied 
models. Also figure 3 shows the distribution diagram of 
discharge values calculated by the superior models 
compared to the observed discharge. 
 

 

 
Figure 1. Bar graph of statistical indicators for all studied 
models 
 

 
Figure 2. Diagram of temporal changes in river flow 
using the best studied models  
 
 
 

 

 
Figure 3. Distribution diagram of discharge values 
calculated by the superior models in comparison with the 
observed discharge 
 
4. Discussion 
 

According to the obtained results (Table 2), M5(6) 
model with correlation coefficient of 0.77, root mean 
square error of 0.968 and mean of absolute error of 0.625 
had the best performance. M5(3) and M5(5) models were 
in the next position with the same performance and 
correlation coefficient of 0.708, root mean square error 
of 1.06 and mean absolute error of 0.675 with input 
parameters of Pt, Qt-1 and Pt-1, Pt, Qt-1, respectively. In 
general, all implemented models provided acceptable 
and good performance. However, by comparing the 
results, it was found that except for the first model, other 
models can be used to estimate the flow rate with the 
desired accuracy in the Kaleybar Chay River. 

According to Figure 1, the mentioned trend about the 
high accuracy of M5 models can also be concluded from 
this figure. Figure 2 also shows the high agreement of the 
superior models with the observational data. Similarly, 
Figure 3 displays the lower distribution of points of the 
superior models around the axis of the half-instrument. 
 
5. Conclusion  
 

Estimating the flow rate of rivers in each region is one 
of the most important and fundamental issues in 
planning and managing water resources. Therefore, in 
this study, the discharge values of Kaleybar Chay River 
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were modeled on a monthly scale. Accordingly, the M5 
model tree technique was used and the time series of 
precipitation and discharge data were utilized as input 
data of this model in different combinations. The results 
showed that most of the studied models had acceptable 
and good performance so that M5(6) model with the root 
mean square error of 0.968 and the mean of absolute 
error of 0.625 estimated the most accurate values. In 
general, it can be concluded that using the superior 
models of this research, the flow rate of Kaleybar Chay 
River can be estimated with good accuracy. 
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 Access to clean and quality water resources has been one of the main concerns of human 
beings for a long time. Therefore, determining the quality of water for various uses, including 
irrigation is very important. River pollution is one of the most important problems in the 
world today, especially in developing countries. In the present study, using data related to 
water quality parameters of Bagh Kalayeh hydrometric station in the 23-year statistical 
period, first the WQI index was calculated, then using data mining technique, factors affecting 
water quality were determined. Finally, the results of data mining methods were compared 
with the results obtained from the qualitative index. Quantitative results of the models were 
evaluated by Correlation Coefficient (R), Root Mean Square Error (RMSE), Mean Absolute 
Error (MAE) and qualitative results of the models were evaluated by Kappa, RMSE and MAE 
statistics. The results showed that in quantitative modeling, scenario 5 including TH, K, SO4, 
TDS and EC and in qualitative modeling, scenario 3 including TH, K and SO4 were selected as 
the superior scenario. 

 
 
 
 

1. Introduction  
 

Surface and groundwater pollution is one of the most 
important problems in the world and environmental 
concerns. In recent decades, due to rapid population 
growth, water needs and consequently pollution load to 
water sources have increased. There are several methods 
for classifying groundwater and surface water quality 
according to the type of consumption, one of the most 
widely used methods is the use of quality indicators. Due 
to the lack of facilities in all water quality monitoring 
stations and the need to save time and money, the use of 
alternative methods such as modern data mining 
methods can be a good way to predict and classify water 
quality. 

Sattari et al. (2017) used data mining methods to 
predict surface water quality. They concluded that the 
tree decision model using the four parameters of 
Electrical Conductivity (EC), pH, Sodium Adsorption 
Ratio (SAR) and Sodium (Na) is able to classify water 
quality very accurately. 

Babbar and Babbar (2017) predicted the river Water 
Quality Index using data mining techniques. They found 
that decision tree classifiers and Support Vector 

Machines were the best predictive models in 
determining water quality.  

Gakii and Jepkoech (2019) used the decision tree 
model to classify and analyze water quality in Kenya. 
They introduced the J48 and Decision Stump decision 
trees as the most accurate and least accurate models, 
respectively. They found that analysis of water alkalinity, 
pH level and Electrical Conductivity could play an 
important role in assessing water quality.  

Othman et al. (2020) predicted the river Water 
Quality Index by considering the minimum number of 
input variables. The results showed the exceptional 
ability of the artificial neural network model to calculate 
WQI. They also introduced Dissolved Oxygen (DO) as the 
most effective parameter in determining water quality. 

The aim of this study is to calculate the WQI index 
using data related to water quality parameters of Bagh 
Kalayeh station in Qazvin province and then to use data 
mining techniques to determine the factors affecting 
water quality. 
 

2. Method 
 

Qazvin province is located in the northwestern part 
of Iran and its area is about 15820 km2. Bagh Kalayeh is 
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a village in the Rudbar Alamut section of Qazvin city in 
Qazvin province. Bagh Kalayeh hydrometric station is 
located at latitude 36°23′ 38″, longitude 50° 29′ 51″ and 
altitude 1287m above sea level. The average rainfall for 
20 years at this station is 423.06mm. The location of the 
station under study is shown in Figure 1. 
 

 
Figure 1. Location of the studied station 
 

In the present study, to calculate the WQI index from 
the qualitative parameters of Bagh Kalayeh hydrometric 
station, including Total Hardness (TH), alkalinity (pH), 
Electrical Conductivity (EC), Total Dissolved Solid (TDS), 
Calcium (Ca), Sodium (Na), Magnesium (Mg), Potassium 
(K), Chlorine (Cl), Carbonate (CO3), Bicarbonate (HCO3) 
and Sulfate (SO4) were used over a 23-year statistical 
period (1998-2020). The statistical characteristics of the 
variables used are presented in Table 1. 
 
Table 1. Statistical characteristics of implemented 
parameters 
Statistic Minimum Maximum Mean 

TH 95.00 481.50 278.15 

PH 4.50 8.40 7.83 

EC 279.00 1048.00 627.94 

TDS 186.00 663.00 388.05 

Ca 0.00 159.80 73.94 

Na 0.46 60.49 17.26 

Mg 2.76 58.20 22.18 

K 0.39 19.50 1.99 

Cl 0.00 89.60 27.36 

CO3 0.00 33.00 0.21 

SO4 22.08 374.88 140.21 

HCO3 50.02 391.62 163.60 

 
Quantitative and qualitative values calculated with 

WQI index were considered as target outputs. Using the 
relief method, the types of input compounds (including 
the most effective parameters) were identified (Table 2). 
To estimate the quantitative values of WQI, the Bagging 
method was used with the Support Vector Regression 
algorithm (B-SVR) and for qualitative values, the 
Random Forest (RF) method was used. . Of the available 
data, 70% were considered for calibration and 30% for 
validation. Both methods were performed in Weka 
software. 
 

Table 2. Parameters involved in each scenario 

Scenario Number Input Parameters 

1 TH 

2 TH, K 

3 TH, K, SO4 

4 TH, K, SO4, TDS 

5 TH, K, SO4, TDS, EC 

 
2.1. Water Quality Index (WQI) 
 

Drinking Water Quality Index was calculated using 
formulas 1 to 3. In these formulas, w is the weight of each 
parameter due to its importance in drinking and W is the 
relative weight of each parameter, C is the concentration 
of each parameter, S is the standard concentration of 
each parameter, q is the quality rank of each parameter 
and WQI is the drinking Water Quality Index (Singh 
1992). 
 

1

i
i n

i

i

w
W

w
=

=


 

(1) 

 

100i
i

i

C
q

S

 
=  
   

(2) 

 

1

n

i i

i

WQI W q
=

=
 

(3) 

 
Calculated WQI values are usually divided into five 

categories (Table 3). 
 
Table 3. Water quality classification based on WQI value 

Classification of Drinking Water Quality 

Type of Water Class WQI Range 

Excellent water I below 50 

Good water II 50-100 

Poor water III 100-200 

Very poor water IV 200-300 

Water unsuitable for drinking V above 300 

 
2.2. Bagging Method  
 

The Bagging method, first proposed by Breiman in 
1996, connects several basic learners in parallel to 
reduce set variance. Each basic learner is trained on the 
same Bootstrap version using the same learning 
algorithm, then the output of these basic learners is 
aggregated by majority vote (for classification) or 
averaging (for regression) to obtain the final output. To 
achieve better and stronger performance, basic learners 
in a group must be precise and diverse (Breiman, 1996). 
 
2.3 Support Vector Regression  
 

Support Vector Machine (SVM) is a machine learning 
approach in data-driven research. This method is based 
on statistical learning theory and is used primarily for the 
best distinction between two data classes. Support 
Vector Machine models are divided into two main parts: 
(1) backup vector machine Bagging models, (2) backup 
vector regression model (SVR). The SVM model is used to 
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solve the classification of data into different classes and 
the SVR model is used for forecasting (Demirci 2019). 
 
2.4.  Random Forest  
 

The RF algorithm is a supervised classification 
algorithm. There is a direct relationship between the 
number of algorithm trees and the results that can be 
obtained. As the number of trees increases, a definite 
result is obtained. The difference between the RF 
algorithm and the decision tree algorithm is that root 
node detection and node splitting in RF are performed 
randomly. This is why the RF algorithm can be used in 
classification and regression tasks (Sachetana et al. 
2017). 

To compare the values obtained from data mining 
methods with the values calculated from the WQI index, 
the criteria of Correlation Coefficient (R), Root Mean 
Square Error (RMSE), Mean Absolute Error (MAE) and 
Kappa statistics were used. The formulas of the above 
statistics are presented in Equations (4) to (7), 
respectively: 
 

𝑅 =
∑ (𝑥𝑖 − �̅�)(𝑦𝑖 − �̅�)𝑁

𝑖=1

√∑ (𝑥𝑖 − �̅�)2 .  ∑ (𝑦𝑖 − �̅�)2𝑁
𝑖=1

𝑁
𝑖=1

 (4) 

 

𝑅𝑀𝑆𝐸 = √
∑ (𝑥𝑖 − 𝑦𝑖)

2𝑁
𝑖=1

𝑁
 (5) 

 

𝑀𝐴𝐸 =
1

𝑁
∑|𝑥𝑖 − 𝑦𝑖|

𝑁

𝑖=1

 (6) 

 
𝐾𝑎𝑝𝑝𝑎 = 𝑝𝑖 = (𝑃𝐴0 − 𝑃𝐴𝐸)/(1 − 𝑃𝐴𝐸) (7) 

 
In the above relations, yi is the estimated value of the 

model, xi is the value calculated from the qualitative 
index, N is the number of data, M is the number of 
samples found in the wrong class, T is the total number 
of samples, PA0 is the agreement of the two evaluators 
and PAE is the expected agreement. 
 
 

3. Results  
 

First, the results obtained from the 5 input scenarios 
used in the Bagging method with the backup vector 
regression algorithm for estimating quantitative values 
and the Random Forest method for estimating qualitative 
values were presented in Tables 4 and 5, respectively: 

 
Table 4. Evaluation criteria for estimating quantitative 
WQI values 

Scenario 
B-SVR 
R RMSE MAE 

1 0.96 3.01 2.28 
2 0.96 2.82 2.08 
3 0.97 2.70 2.08 
4 0.98 2.06 1.39 
5 0.98 1.92 1.23 

 
 

Table 5. Evaluation criteria for estimating WQI quality 
values 

Scenario 
RF 
Kappa RMSE MAE 

1 1 0.0089 0.0008 
2 1 0.0089 0.0018 
3 1 0.0055 0.0007 
4 1 0.0156 0.0026 
5 1 0.0222 0.0046 

 

According to Tables 4 and 5, however, the method 
has provided acceptable results in all scenarios. To select 
the best scenario, bar graphs of RMSE and MAE values for 
both methods are shown in Figures 2 and 3. 
 

 
Figure 2. Bar chart of quantitative modeling errors 

 

 
Figure 3. Bar chart of qualitative modeling errors 

 

According to Figure 2 and 3, Scenario 5 (including TH, 
K, SO4, TDS, EC) with the lowest error rate as the superior 
scenario for estimating quantities of WQI and Scenario 3 
(including TH, K, SO4) as Scenario Superior was selected 
to estimate WQI quality values. 
 

4. Discussion 
 

Calculating Water Quality Index with a large number 
of parameters is time consuming and difficult. However, 
data-based methods with a very small number of 
parameters provide more acceptable results, and this 
increases the popularity of data-based methods. The 
results of the present study showed that the data mining 
methods using the parameters TH, K, So4, TDS, EC instead 
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of the 12 parameters used in calculating the Water 
Quality Index, had considerable accuracy in estimating 
the quantitative and qualitative values of WQI. 
 
5. Conclusion  
 

In the present study, first Water Quality Index using 
parameters of Total Hardness (TH), alkalinity (pH), 
Electrical Conductivity (EC), Total Dissolved Solid (TDS), 
Calcium (Ca), Sodium (Na), Magnesium (Mg) , Potassium 
(K), Chlorine (Cl), Carbonate (CO3), Bicarbonate (HCO3) 
and Sulfate (SO4) were calculated. Then, to estimate the 
quantitative values of WQI, the Bagging method was used 
with the basic vector regression algorithm, and to 
estimate the qualitative values, the Random Forest 
method was used, taking into account different scenarios. 
The results showed that B-SVR5 and RF3 methods had 
good accuracy for quantitative and qualitative estimation 
of WQI index in Bagh Kalayeh hydrometric station, 
respectively. 
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 The need for maps and map information is increasing every day. This need is felt not only for 
the preparation of zoning plans, the implementation of technical infrastructure projects, but 
also for the ability to read the map, find directions in nature, use the compass together with a 
map, detect the shapes, positions and movements of the moon, earth and other planets. In this 
context, within the scope of the project titled “Journey to Basic Map Information with Field 
Experts” supported by TÜBITAK-4004, it is aimed to provide basic map information to 
participants covering a wide range of segments from kindergarten to university students with 
practical training, to eliminate deficiencies experienced in this field, to introduce and 
implement orienteering based on map use. The target audience of the project was formed by 
7 groups of 30 students and teachers at the university level from kindergarten located in 
Osmaniye. The participants were asked to be able to produce a map using cartography 
measurement tools, to be able to use and interpret it easily, and to have basic map knowledge. 
A suitable program has been prepared for this. At the end of the project, “map information” 
was removed from being just an educational tool and the map was ensured to be a constantly 
used auxiliary material. The findings revealed that the participants' desire to learn basic 
cartography knowledge and to use maps increased at the end of practical project activities.   

 
 
 
 
 
 

1. Introduction  
 

Improving the quality of education, training qualified 
individuals in all areas can only be possible with 
teamwork. It is of great importance that specialists in 
various fields work together to improve the quality of 
education. At this stage, a number of tasks also fall on the 
Map Engineers (Buğdaycı and Bildirici, 2009). The 
project called “Journey to Basic Map Information with 
Field Experts” was also planned in order to transfer the 
developments in this field to students in the educational 
community with modern methods and techniques.  

With easily learned information, orienteering sports 
can be done by everyone from a 3-year-old child to a 100-
year-old (Güler, 2003).  Orientation is the finding of the 
current location and the way to go with the help of a map 
and compass. Orienteering sports can be performed in 
everyday life, business life, recreation and entertainment 
activities, outdoors, in the rain, in the city / village 

environment. This sport can be done on foot, as well as 
use transportation vehicles such as horses, cars, bicycles, 
boats and kayaks (Sevim, 1997).  

Osmaniye kindergarten, elementary school, middle 
school, high school, undergraduate and graduate level 
students at the contributor group of 30 people for a total 
of 6 experts in the field, accompanied by practical 
training in an office environment aims to give basic 
information and land map with this project, which with; 
 
• Learning basic map information, which is becoming 

increasingly important, learning how to make a map 
using tools and computer CAD programs used in land 
measurement, calculation and drawing stages, 

• Types of navigation in nature, using a compass, using 
a map and compass together, 

• Orienteering sports applications, Sketches and 
characteristics, the concept of the northern direction 
used in cartography, its importance and types,  
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• Reading the map and learning the meaning of special 
signs on it, the concept of projection (Projection) used 
in map making, its importance and types, Types of 
maps, explaining where and for what purpose they 
are used, 

• Concept of scale, importance, types and 
representation of scale-map relationship, types of 
plans, stages of urban planning, 

• Map making from ground laser and lidar scanner, 
aircraft, UAV and satellite images, 

• Introduction of developments in satellite-based 
geolocation (GNSS), its types and artificial satellite 
technology, 

• Providing information on visual materials and 
moving models about the importance, shape and 
movements of the Moon, which is the natural satellite 
of our world, introducing the measuring instruments 
necessary for the production of maps and conducting 
land applications,  

• Making 2D and 3D drawings with the basic menus of 
the programs used in map drawing, 

• Visualization using cartographic techniques, 
Visualization of the created maps by transferring 
them to a paper medium with the help of a plotter, 
organizing competitions by providing information 
about the sport of orienteering, 

• Raising awareness in the community about basic map 
information in groups of participants that will be 
created from different segments of society, especially 
starting with children in kindergarten, 

• Teaching the shape, position, movements, obliquity of 
our world, the number of meridians and parallels, 
their use and what they do on a moving and 
illuminated globe model by enabling participants to 
make a globe model using various stationery 
materials,  

• On the other hand, young participants have 
discovered the fun side of science by making their 
own science toys about the moon, earth and other 
planets in the solar system,  

• Simultaneously with the new educational methods 
developing in the world, to introduce our children to 
the basic concepts of the future on the subject of 
maps, it is intended to. 

 

2. Material and Method 
 

During the study, the “Regulation on the Production 
of Large-Scale Maps and Map Information-(BÖHHBÜY)”, 
which was put into effect by the Council of Ministers on 
23/06/2005 on the basis of the Article No. 684 dated 
29.04.2005 of the Ministry of National Defense, was 
taken as the basis. In accordance with the articles of the 
regulation, maps were produced and named according to 
their scale (URL_1). Maps of various purposes, forms and 
scales are produced for all kinds of construction, 
planning and infrastructure projects around the world. 
Regardless of what needs it is for, the creation of a map is 
generally divided into land and clerical work. It is 
possible to divide land studies into fixed point facility and 
measurement parts, office studies into calculation works, 
map drawing, printout and archiving studies (Yıldız, 
1999). In this context, some of the simple application 

examples that are planned to be made at the office stages 
of the project have been planned by using the Map 
Drawing (Linear-Numeric) book. For example; in order 
to create the substrate necessary for map drawing, the 
source book was used for the issues of information about 
the edge of the sheet, framing, scale selection, placement 
of special signs and inscriptions in the appropriate place.  

Many of the problems in today's cities are caused by 
the fact that the relevant zoning plans are not made 
correctly, forward-looking and long-term. In this context, 
Zoning Information Planning-Implementation-
Legislation was used for issues such as reading zoning 
plans that constitute an important part of the maps 
produced about the city, their importance, planning 
stages, existing maps used as underlays, special signs on 
zoning and cadastral sheets, and their meaning.  

First, the basic map information was given 
theoretically in the classroom environment, and then 
land and laboratory applications were made. The 
measurements obtained were uploaded to map drawing 
programs and color drawings were made. The created 
maps were visualized by transferring them to paper 
media with the help of a printer. Information about the 
sport of orienteering was given and competitions were 
organized. Drawing, painting, direction finding and 
orienteering sports applications have been made 
especially for kindergarten and elementary school 
student groups accompanied by special games that 
develop the concept of maps. 

One of the important events considered in the project 
is that a map of a small region with participants is made 
in different scales and sizes. The aim of this application is 
to see and understand the stages of obtaining the shape 
of a map belonging to a region on paper media, which is 
the result of the first measurement stage, in practice 
(Figure 1). During the project, practical activities such as 
obtaining 2D and 3D color drawings, making digital maps 
were also planned to be carried out. During these 
applications, studies were carried out such as finding out 
what signs such as settlements, lakes, streams, roads, 
hills are located on the topographic map that will be used 
as an example (URL_2).  
 

 
Figure 1. Land measurement study of high school 
students with a GPS device 
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3. Findings   
 

All groups of participants participating in this study 
were given preliminary tests to measure their scientific 
infrastructure about basic map information in 
accordance with their age and educational status (Table 

1). In these tests, for basic map information according to 
age groups; map, sketch, scale, etc. questions were 
prepared in the fields and the knowledge levels of the 
participants were determined. The results obtained have 
been evaluated and the deficiencies seen during the 
applications have been corrected. 

 
Table 1. Pre/final test questions applied to the participants 

Class  Pre/Post Test Questions 

K
IN

D
E

R
G

A
R

T
E

N
 

A country map is shown and asked to point to the mountains. 
A map of the area is shown and asked to point out roads. 
A country map is shown and asked to point to the lakes. 
An island and country map is shown. Ask the candidate to point. 
He is asked to describe the geographical features of the island on the map. 
Students are asked to describe what the mountains on the map look like in the real world. 
Students are asked to comment on what the roads they see on the map do. 
Ask them to describe how the lakes on the map look like in the real world. 

P
R

IM
A

R
Y

 S
C

H
O

O
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4

th
 G

R
A
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Is it true that weather maps can show values such as average temperature, coldness and precipitation? 
Which of the following statements describes a roadmap? 
Which of the following maps shows elevation, slope, or other physical characteristics of the terrain? 
What maps show where people live? 
Which of the following can help you read or understand a map? 
In which of the following can we see the round view of the earth? 
How can map scale help with map reading? 
Some maps show us what types of crops are grown in a particular area. What are these maps called? 
Which of the following maps is used to show the past boundaries of an area? 

M
ID

D
L

E
 S

C
H

O
O

L
 

How many continents are there in the world? 
Which of the following is not a continent? 
Which is the biggest mountain in Turkey? 
What is not included in the neighborhood map? 
What is the function of the map scale? 
Which is the largest continent? 
Which is the smallest continent? 
Which of the following is the largest lake in Turkey? 
What does island mean in cartography? 

H
IG

H
 S

C
H

O
O

L
 

On which map can we see the districts of Istanbul? Why is that? 
On which map can we not see the Golden Horn? Why is that? 
Streets and roads are more prominent on which map? Why is that? 
On which map can we see larger areas? Why is that? 
Rank the maps according to their scale from largest to smallest. 
Which map has the smallest scale? Can you rank the maps according to their scale from largest to smallest? 
In which of maps B and C are streets and alleys more prominent? What is the reason of this? 
Which of the maps A and B is smaller in scale? Why is that? 
Which of the B and C maps is larger in scale? Why is that? 
We cannot see Kule Site AVM on map A. What could be the reason for this? 

A
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What is the reduction ratio of maps called? 
What is a space-conserving projection? 
What is the name of the part that shows the meaning of the special signs used on the map? 
What is a drawing that shows a bird's eye view of a place called? 
Which type of map shows the shape and elevation of the earth? 
Which type of projection preserves the shape of the earth? 
What is the distance from a point on earth to the equator called? 
What are imaginary curves connecting points of the same height called? 
What is the imaginary line assumed to lie between two poles called? 
What is the name of the map that shows the borders of the countries in the world? 
What is it called when the bird's-eye view of the earth is transferred to the plane within a certain ratio? 

According to the results of the pre-test; The 
deficiencies in the basic map information of the 
participants were determined, the theoretical 
explanations in the classroom environment and practical 
field / laboratory applications were shaped accordingly. 
Care was taken to ensure that the expressions of the 
professional literature used in the theoretical lectures in 
the classroom were as appropriate for the level of the 
participants as possible and that they included the 
information that students should use in their classes. 

However, since the experts and trainers in the project are 
academicians, this desired level could not be achieved in 
kindergarten and primary school students. 

As another result of the pre-tests, it was decided 
which of the map making stages, land measuring 
instruments and measurement methods should be 
explained in more detail. Field applications were also 
shaped according to this test result. For example, more 
time was allocated to electronic total stations and GNSS 
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receivers from measuring instruments and participants 
were enabled to use them actively. 

In addition, a great interest in advanced cartography 
was aroused, especially among the participants of 
associate, undergraduate and teachers' groups, and 
many questions were received from the participants on 
special topics such as cadastre and zoning practices 
during breaks and other free times. Since the trainers in 
the project team are experts and experienced in their 
fields, they gave satisfactory answers to these and similar 
questions. This has been pleasing in terms of solving the 
problems experienced by the participants in this area 
and making the project more efficient. 

According to the pre-test results; The infrastructure 
of the participants on orienteering was measured, and 
the theoretical explanations and practical field 
applications in the classroom were shaped accordingly 
(Picture 2). According to the results of this test, it has 
emerged that the basic map information subjects should 
be explained in more detail. Although a few of the 
participants were at an advanced level in these subjects, 
it caused them to get a little bored, but the applications 
in the field measurement applications and Netcad map 
drawing program environment attracted the attention of 
everyone. While choosing Netcad program applications, 
it was determined which subjects should be applied 
according to the results of these pre-tests. 

 

 
Figure 2. Orienteering sport activity 
 

At the end of the activity studies of the relevant 
groups in the project, post-tests were also applied (Table 
1). The post-test questions were kept the same as the 
first-test questions to observe the improvement in the 
group members. As a result of the 2-day theory and 
practical training given to each participant group in 
accordance with their age group, it was observed that the 
participants' knowledge of basic map information and 
orienteering increased and an awareness could be 
created on this subject. The final test results were at a 
much better level than the first test results. 

One of the important activities implemented in the 
project is the mapping of a small region in different scales 
and sizes in a place where no measurement and mapping 
work has been done before by the participants. With this 
application, the stages of obtaining the shape of the map 
of a region in the paper environment, which is the result 
from the first measurement stage, is to be seen and 

understood in practice. During the applied field studies, 
activities such as the introduction of the compass and its 
use in the field, and the finding of direction in the field 
were carried out, improving the social and technical 
skills of the participants and increasing their self-
confidence. 

During the project, practical activities such as 
obtaining 2D and 3D-colored drawings, digital map 
making, and creating a smart interrogative map in 
Netcad were also carried out. Especially in the studies 
carried out with Netcad program, applications such as 
map coordinating, map digitization, digital elevation 
model creation were emphasized. 

During the activities, map-land comparison studies 
were carried out through observation, enabling the 
participants to learn basic map information 
permanently, and their knowledge and skills in this field 
increased. 

Basic cartography information consists of 
measurements, calculations and observations in the field. 
The values obtained do not mean much unless they are 
written on paper by drawing. Therefore, it has been one 
of the most important studies to transform the data we 
have into map format by drawing. The accuracy of the 
map depends on the precision, attention and care to be 
shown in the measurements made in the field and the 
drawings to be made in the computer environment 
afterwards. Within the scope of the project, map 
drawings were made in computer environment in 
accordance with the Large-Scale Map and Map 
Information Production Regulation. 
 
4. Conclusion  
 

In the researches, it has been seen that there are 
deficiencies in reaching and using this information 
correctly in every part of the society about basic map 
information, and that teachers cannot provide sufficient 
number and quality of tools and materials that they can 
use in their lessons. 

The measuring instruments, map drawing programs 
and other materials used in the project process were 
used to support applied teaching. Materials chosen in 
accordance with the subject and purpose make the 
taught subject alive, enrich the teaching process and 
increase learning. With this idea, applications made in 
the field and office environment will accelerate learning 
and ensure that the information becomes permanent. 

As a result of the project, the participants, who 
permanently learn their basic map knowledge by 
practicing and doing sports competitions, will be able to 
follow the current developments in this field, learn the 
necessary skills for everyone, such as reading the map, 
finding direction in nature, using a compass, and raise 
awareness in the society with their knowledge of space, 
earth and other planets.  In addition, students will be able 
to do their own map-based studies more easily. 
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 The modeling of point clouds is significant for geomatics engineering and others (such as 
machinery and construction) engineering and architectural applications. Furthermore, 3D 
models, which are currently used for various engineering fields, have been increasingly crucial 
with the introduction of digital twins, virtual reality, 3D city modeling, reverse engineering, 
and metaverse recently. For this reason, the importance of 3D models is increasing more and 
more. Range-based modeling (e.g., laser scanning) is one of the most common approaches for 
generating 3D models. Also, 3D model acquisition (terrestrial and airborne Light Detection 
and Ranging (LiDAR) or structure-from-motion (SfM)) and 2D imaging techniques are usually 
transformed into models such as 3D mesh and parameter surface before they are visualized 
or analyzed for 3D surfaces. This study analyzed 3D point cloud models obtained with 
terrestrial laser scanners with open source software (Cloud Compare). Also, many approaches 
to model extraction have been tried to obtain corner points and lines using various 3D 
geometric analyses. 

 
 
 
 

1. Introduction  
 

3D models, which are currently used for cultural 
heritage or various engineering fields, have been 
increasing in importance with the introduction of 
technologies such as digital twins, virtual reality, 3D city 
modelling, reverse engineering and metaverse into 
human life recently.  Also, Historical artifacts are exposed 
to many natural or unnatural destructions from the past 
to the present. Because; the studies carried out to protect 
the cultural heritage for informing the next generations 
about the history are accelerating day by day all over the 
world, and their (3D Models) importance is increasing to 
a great extent. (Kuçak, R. A., 2013; Kuçak, R. A., et al., 
2016)  

Nowadays, the generation of a 3D model for cultural 
heritage or archaeological sites is mainly achieved using 
non-contact systems based on light waves, particularly 
using active or passive sensors. There are currently four 
alternative methods for object and scene modeling: 

1. Image-based rendering, which does not 
generate the geometry of a 3D model but might be 
preferred as a promising technique for the generation of 
virtual aspects 

2. Image-based modeling (e.g., photogrammetry), 
the widely preferred method for geometric surfaces of 
architectural objects and Cultural Heritage 
documentation 

3. Range-based modeling (e.g., laser scanning) is 
becoming a widespread approach for the scientific 
community and non-expert users such as Cultural 
Heritage professionals. 

4. The combination of an image and range-based 
modeling, as they both have advantages and 
disadvantages, and their integration can allow the 
generation of detailed 3D models efficiently and quickly 
(Almagro A. and Almagro Vidal A., 2007, Kuçak, R. A., et 
al., 2016). 

From the air or the ground, laser scanning is one of 
those technological developments that enable many 3D 
measurements to be collected in a short time. It 
generates a 3D point cloud in a local coordinate system 
with intensity values; internal or external digital cameras 
usually provide additional information such as RGB 
values. Laser scanners can operate from the ground or be 
integrated into an airplane. However, Laser scanning 
from any platform generates a point cloud: a collection of 
XYZ coordinates in a coordinate system that portrays to 
the viewer an understanding of the spatial distribution of 

http://igd.mersin.edu.tr/
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a subject. It may also include pulse, amplitude, intensity, 
or RGB values. Generally, a 3D point cloud contains a 
relatively large number of coordinates compared to the 
volume the cloud occupies, rather than a few widely 
distributed points. (Kuçak, Kiliç, & Kisa, 2016) 

Terrestrial laser scanning data can be used by editing 
in various CAD programs for architectural projects. This 
study aims to carry out a 3D analysis of the building 
scanned with 3D terrestrial laser scanning technology. 
After analyzing object details by scanning with the 
terrestrial laser scanner, the 3D geometric features of the 
3D point clouds were generated. Also, the advantages 
and disadvantages of open source code software are 
evaluated for obtaining 3D surfaces and performing 
various surface analyses using an Open Source program 
(Cloud Compare).  

In this study, the TLS point clouds are selected to gain 
the 3D Geometric Features. Thus, it is intended a 
contribution to the geometric accuracy of cultural 
heritage and 3D city models to be produced with point 
clouds. The faculty of Civil Engineering in the Ayazaga 
Campus of ITU in Turkey was selected as the study area. 
The study area was scanned with Leica C10, which can 
get 50,000 points per second with 6 mm accuracy. 
Furthermore, the 3D geometric features of the 3D point 
cloud were carried out.  
 

2. Data and Method 
 

The faculty of Civil Engineering located in Ayazaga 
Campus of ITU in Turkey was selected as study area 
(Figure 1).  The study area scanned with Leica C10, which 
can get 50,000 points per second with 6 mm accuracy. 
The 3D surface analysis of 3D point cloud were carried 
out.  
 

 
Figure 1. TLS Point Cloud (Leica C10) 
 
2.1. TLS 
 

LiDAR (Light Detection and Ranging), from the 
airborne or terrestrial, is one of technical systems that 
enables to collect a large quantity of 3D data in a short 
space of time. It creates a point cloud with density values 
in the local coordinate system; additional information 
such as RGB values are usually provided by internal or 
external digital cameras.(Kuçak, Kiliç, & Kisa, 2016; 
Kuçak, Özdemir, & Erol, 2017) 

TLS is a powerful technology for collecting 3D data 
spread over a large area in a short time. (Kuçak et al., 
2013, Kuçak et al., 2016, Kuçak et al., 2020). TLSs consist 
of lasers, precisely calibrated receivers, precision timing, 
high-speed micro-controlled motors, and precise mirrors 
(Fowler & Kadatskiy, 2011). The basic information 
obtained from each scan is the virtual point cloud formed 
by all of the 3D points of the surfaces measured in 
harmony with each other (Scaioni, 2005). The precision 
and accuracy of TLS make the TLS system a powerful 
technology for creating a 3D dense point cloud according 
to the conventional measuring methods (Çelik et al., 
2020). However, the registration of TLS scans must be 
done carefully because the registration errors affect the 
3D model quality. 
 
2.2. 3D Geometric Features 
 

Surface parameters help explain the local geometry of 
the surface. These surface features are nowadays widely 
applied in point cloud analyses. They are aimed to extract 
these geometric features (surfaces, lines, corners and key 
points). Surface parameters (Table 1) can be calculated 
by the eigenvalues (λ1, λ2, λ3) of the eigenvectors (v1, v2, 
v3) derived from the covariance matrix of any point p of 
the point cloud (Atik, M. E., Duran, Z., & Seker, D. Z. 2021). 
 
Table 1. Geometric Features derived from eigenvalues 

Sum of eigenvalues 
Omnivariance 
Anisotropy  
Planarity  
Linearity  
Surface variation 
Sphericity 
Verticality  

 λ1 + λ2 + λ3  
(λ1.λ2.λ3)^1\3  
(λ1 − λ3)/λ1  
(λ2 − λ3)/λ1  
(λ1 − λ2)/λ1 
λ3/(λ1 + λ2 + λ3)  
λ3/λ1 
λ1.In λ1+ λ2.In λ2+ λ3.In λ3 

 
Many values are calculated using eigenvalues (Table 

1). (Sum of eigenvalues, omnivariance, roughness, 
anisotropy, planarity, linearity, surface variation, 
sphericity and curvatures etc.) these parameters derived 
from only 3D coordinates.  
 
2.2.1. Gauss and Mean curvatures 
 

Curvatures are a surface's geometrical features that 
are invariant according to rotation, translation, and 
scaling. There are many methods to calculate the 
Curvature of a surface. The Curvature can be calculated 
easily when the analytical formula is available for a 
surface, but these methods are not usually applicable to 
point clouds’ surfaces. So, the surface fitting method 
depending on a point and its neighbors is a good way. 
(Foorginejad & Khalili, 2014)  
 

𝑍 = 𝑟(𝑥, 𝑦) = 𝑎0𝑥2 + a1𝑦2 + 𝑎2𝑥𝑦 + 𝑎3𝑥 + 𝑎4𝑦 (1) 
 

This quadratic surface’s (1) parameters 
(𝑎0, a1, 𝑎2, 𝑎3, 𝑎4, ) is estimated by the least square 
method, and the Gaussian (K)(2) and Mean Curvature (H) 
(3) can be calculated by the  differential geometry (He, 
Lin, & Li, 2013): 
 
 

https://tureng.com/tr/turkce-ingilizce/carry%20out
https://tureng.com/tr/turkce-ingilizce/carry%20out
https://tureng.com/tr/turkce-ingilizce/carry%20out
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𝐾 =
LN − 𝑀2

2(EG −  𝐹2)
 (2) 

  

𝐻 =
EN − 2𝐹𝑀2 + 𝐺𝐿

2(EG −  𝐹2)
 (3) 

 
where E=rx.rx, F=rx.ry, G=ry.ry, L=rxx.n, M=rxy.n, N=ryy.n, 

and rx, ry, rxx, ryy, rxy are the partial derivatives of the 
quadratic surface. (He, Lin, & Li, 2013) 

For the curvature estimation, another method is the 
covariance analysis method (Hoppe, DeRose, Duchamp, 
McDonald, & Stuetzle, 1992), which uses the ratio 
between the minimum eigenvalue and the sum of the 
eigenvalues. This method is known as the surface 
variance (Pauly, Gross, & Kobbelt, 2002). The surface 
variance is appropriate for point clouds because it uses 
the coordinate of a point and its neighbors, and it is not 
expensive to process. (Foorginejad & Khalili, 2014). 
 
3. Results  
 

In this study, we calculated the curvatures of a surface 
by using TLS point clouds. Also, the TLS base distances 
were compared with the total station base distance using 
statistical methods to determine the TLS data accuracy. 
Then, the coarse errors had removed from both data. 
Thus, the standard deviation of the difference of the base 
distances was calculated. As a result, the standard 
deviation for TLS data was obtained as 0.005 m.  Then, 
we filtered and segmented the data according to 
optimum curvatures. In this way, we could quickly obtain 
vertices and boundary lines from 3D point clouds. 

Many values are calculated using eigenvalues (Table 
1). (Sum of eigenvalues, omnivariance, roughness, 
anisotropy, planarity, linearity, verticality (Figure 2) 
surface variation, sphericity and curvatures (Figure 3) 
etc.) Since the datasets used contained only geometric 
information (3D coordinates).  

By using 3D geometric features, corner lines of 3D 
point clouds and various curved surfaces are obtained as 
in figure 4. These lines can serve many purposes by 
automatically converting them into lines and key points 
in various engineering works. 
 

 
Figure 2. TLS Data According to verticality (Leica C10) 

 
Figure 3. TLS Data According to Gauss Curvature (Leica 
C10) 
 

 
Figure 4.  Vertices and boundary points from 3D point 
clouds. 
 

4. Discussion 
 

In this study, the TLS point clouds are selected to 
gain the 3D Geometric Features. Thus, it is intended a 
contribution to the geometric accuracy of cultural 
heritage and 3D city models to be produced with point 
clouds. The faculty of Civil Engineering in the Ayazaga 
Campus of ITU in Turkey was selected as the study area. 

Then, the curvatures of a surface were calculated. 
the data was filtered and segmented according to 
optimum curvatures. In this way, we could quickly obtain 
vertices and boundary lines from 3D point clouds. 

The resolution and accuracy of point clouds are very 
important to generate 3D accurate models and surface 
parameters. For this reason, to work with high resolution 
and accuracy point clouds is the basis of studies to be 
done in the point clouds rather than more point clouds in 
the 3D modeling. So, the use of high-precision point and 
sufficient point clouds for data modeling is very 
important. Various filtering methods can be applied for 
modeling and interpolation and surface pass-through 
operations; however, if the data were missing or 
incorrectly measured, modeling or interpolating the data 
is always a challenge. There are a few methods to correct 
this deficiency; either the resolution of data should be 
increased, or the accuracy analysis of point clouds should 
be done.  According to the obtained results, combining 
the point clouds and performing the interpolations will 
pave the way for more correct models. 
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5. Conclusion  
 

To work with high-accuracy points to model point 
clouds and enough data is very important issue for point 
cloud studies. Also, in point cloud studies which accuracy 
or resolution is enough for modelling important. If the 
point clouds are sufficient for the desired works, the 
registration or modeling steps can be realized. However; 
if the desired surface data in the existing point cloud is 
missing and not in sufficient accuracy and resolution, it 
will be a more accurate approach to produce a more 
accurate point cloud from the existing point cloud and 
integrate it into the reference data for interpolation or 
modeling. 

The experiments performed in this study show that 
one unique technique or geometric feature cannot be 
recommendable for the 3D Surface parameters or 
models of a 3D point cloud. However, geometric features 
of point clouds produced at multi scales can be used for 
vertices, boundary lines, and 3D surfaces from 3D point 
clouds. 
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 GNSS control establishment is a continuous exercise in the field of Geomatics. This forms the 
basis upon which other surveys and engineering works geared toward development are 
referenced. This study employed the use of Hi-Target GNSS to extend and establish control 
stations within the study area in static mode. The control points were situated in such a way 
that they are free from disturbances, multipath and open for satellite acquisition. Observations 
were made between 90 to 120 minutes depending on the baseline length. To extrapolate this, 
three existing primary controls were selected for connection, checked for in-situ, and found to 
be in good condition for use. A minimum of fifteen (15) satellites were acquired by the GNSS 
receivers during observation with a dilution of precision (PDOP) value range of 1.2 to 2.8. The 
recorded data were downloaded and processed with the Hi-target Geomatics Office software. 
Network adjustment, for the newly established control stations, was carried out while the 
master station was held fixed. The final coordinates from the post-processing were plotted 
using QGIS 2.18.23. In conclusion, further research should be carried out in the study area to 
break the network of the control points established into shorter distances.   

 

 
 

1. Introduction  
 

Control survey provides consistent and accurate 
horizontal and vertical control for all subsequent project 
surveys, it covers an extensive area where long distances 
are involved and provides the standard of accuracy for 
subsequent and subordinate surveys to be attained 
(Olayanju, 2017). All projects, including route surveys, 
photogrammetric mapping, topographical mapping, 
planning, design, construction, and right of way, are 
made up of a series of vertical and horizontal field 
surveys. These secondary surveys are dependent on the 
control for position and relative accuracy (Basak, 2002). 

For surveying to operate effectively, there is a need to 
have a reference framework that will be used for 
orientation. A control station is a small mark set 
immovably into the ground, such that an instrument (e.g., 
a total station or GNSS receiver) or optical target can be 
set up above it, to an accuracy of about 1 mm in the 
horizontal plane (Johnson, 2004).  

Control extension is important in surveying because 
every survey practiced either in a large or small area 

requires a set of control frameworks to fit into, i.e. 
vertical and horizontal controls. The vertical controls 
deal with the determination of the height of points, the 
process employed is known as leveling. In achieving the 
elevation of a point above a given datum, classical 
methods employed are Bathymetric, trigonometric, 
reciprocal, and spirit leveling. However, in the recent 
past, the total station and Global Navigation Satellite 
System (GNSS), have been used for height determination 
(Johnson, 2004). 

In the determination of the horizontal control 
framework, controls can be established using various 
conventional methods like triangulation, trilateration, 
and traversing. These methods are used to determine the 
coordinates of a point, that is, the position of the point. 
However, due to the time spent in the production of a 
network of control and the huge amount expended on the 
course of creating this framework using the conventional 
method, this led to the rise of modern surveying 
instruments and techniques, so we have the advent of 
GNSS in surveying which is a satellite-based radio 
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navigation system, or we call it satellite surveying 
(Johnson, 2004). 

Satellite surveying relies on a lot of systems such as 
the Global Positioning System (GPS), GLONASS, GALILEO, 
and more. By using differential GPS (DGPS), in which data 
recorded by a receiver at a ‘known’ station are combined 
with data recorded simultaneously by a second receiver 
at a new station which might be 30 km away, it is possible 
to find the position of the second receiver to within about 
5 mm. The advantage of GNSS compared to all earlier 
methods of surveying is that the two stations do not need 
to have a line of sight between them.  

Studies on control establishment and extension have 
been carried out in the recent past. Jolaoso (2016) used 
the traditional method of traversing to obtain 
planimetric coordinates of the points using south digital 
theodolite for angular observation on four Zeroes, while 
the south distance measurer was used for the distance 
measurement. The coordinates obtained were analyzed, 
represented, presented, and structured in a database 
after the application of necessary correction. 

Similarly, Ahmadu (2016) carried out a second order 
control densification from Sambam-Kwoi junction, Jaba 
Local Government Area of Kaduna State. The researcher 
covered a length of 7.637km and established 24 control 
points that were inter-visible. The instrument used for 
observations was three numbers of Promark 3 
differential GNSS receivers. The researcher concluded 
that Azimuth observation to control the bearing was not 
needed because GNSS observation uses satellites of 
which each position is independent of the other. 

Furthermore, Oluwaseun (2017) implemented a 
Second order control extension from Mobolaje junction 
via Oba Adeyemi Grammar School to Folatyre, Oyo East 
Local Government Area Oyo, Oyo State. The researcher 
covered a length of 6.5km and established 20 control 
points. Two numbers of South H66/68 DGPS receivers 
were used to carry out observations. The researcher 
explained that control surveys establish a common, 
consistent network of physical points that are the basis 
for controlling the horizontal and vertical positions of 
transportation improvement projects and facilities.  

Additionally, Emeka (2017) executed a project, the 
establishment of second order horizontal controls along 
the Umaru Musa Yar’dua expressway, Abuja. The 
researcher covered a linear length of 7.8km. In his choice 
of instrument, a lot were at his disposal. The Wild T1, 
Wild T2, Kern DKM3 and Ashtech Promark 3 DGPS. He 
opted for the Ashtech Promark3 DGPS because of the 
terrain and traffic. Although he spent an average of 
90mins on each point. The plan for the control points was 
plotted using AutoCAD 2009 software. 

Adamu (2019) performed a project, third order 
control extension from ABU Main Campus Samaru to 
College of Aviation Technology, along Zaria-Sokoto Road, 
Kaduna State. The methodology adopted was the 
application of the DTM (SET 624R) total station and its 
accessories for data collection. The researcher used 
AutoCAD Civil 3D and ArcGIS 10.4.1 for the plotting.  

The rapid spring up of infrastructural development 
within Kaduna State with the Millennium city as a case 
study, resulted in a shortage of control networks, hence 
the need for second order controls to be extended to 

enable Engineers and Land Surveyors to tie their third 
order jobs to survey control. There had been controls 
established before, however, these are mostly situated 
along Umaru Yar’dua Expressway and were not enough. 
It was difficult for survey activities in the interior 
because of the distance of the controls. It is against this 
problem that the researcher decided to come up with a 
second order control extension network and used 
modern survey equipment to extend controls to the 
interiors of the area. 
 

 
Figure 1.  Study Area location  
 

The project is located at Millennium City, Chikun 
Local Government Area of Kaduna State. The study area 
lies within Latitude 10o 30’ 33” N to 10o 32’ 38” N and 
Longitude 7o 28’ 18” to 7o 30’ 06” E. The total perimeter 
length to be covered is approximately 12.8km. Figure 1 
shows the map of Nigeria, Kaduna state, and the study 
area of the project which is a millennium city. 
 
2. Method 

 

The equipment used are arranged in Table 1. 
The software used include Hi-Target Geomatics 

Office; AutoCAD 2010; QGIS; MAPS.ME Navigation on 
Mobile Phone; Microsoft Office 2016, & Google Earth Pro. 

Existing control points that were closer to the site 
area were accomplished by collecting the coordinates 
from Kaduna State Geographic Information Service 
(KADGIS) for easy connection. 

A search was made at Kaduna Geographic 
Information Service (KADGIS) to determine the existing 
control points that are closer to the project area that had 
a better accuracy estimate of First Order to serve as a 
control for the project. Control station FGPKDY139 was 
closest to the project area. 

The coordinates listed in Table 1, were collected 
from Kaduna Geographic Information Service (KADGIS), 
Kaduna state which were used as base stations for the 
work as well as in situ checks. 
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Hi-Target V30 dual-frequency GNSS receivers were 
used for data acquisition. Also, three GNSS receivers 
were used for simultaneous observation by the baseline 
solution method. Three datum controls FGPKDY139, 
KADGISCP101, and KADGISCP102 were used for the 
project network. During observation, a minimum of 90 
minutes and a maximum of 120 minutes were made (to 
ensure that enough ephemeris data had been gathered) 
while the cut-off angle during the observation was 15 
degrees.  

The observed data were transferred and processed 
using Hi-Target Geomatics Office (HGO) processing 
software. Finally, a constraint adjustment was carried 
out to generate the final coordinates. The final 
coordinates were checked for discrepancies. The result 
suggested that the control stations are in situ and could 
be used for the research project. 
 
Table 1.   Equipment and materials used 

S/ 
No. 

Name Quan 
tity 

Purpose 

1 Hi-Target 
(V30) & its 
accessories 

3 Used to collect static raw 
data 

2 Handheld 
GPS 

1 Used for navigation to 
proposed points 

3 Shovel 2 Used for mixing sand and 
cement 

4 Cutlass 2 Used for Clearing line of 
sight 

5 Pocket Tape 1 Used for measuring 
Instrument Height 

6 Mold 1 Used for Casting of Beacons 
7 Head pan 2 Used to carry mixed 

concrete material 
8 12mm Iron 

Rod 
20 Used as station marker 

9 Hammer 1 Used in driving the iron rod 
into the ground 

 

 
Figure 2. Study workflow diagram 
 

The selected points were noted with safety as a 
consideration. The suitable location for the new control 
points position was accomplished effectively by plotting 
the data with the aid of Ortho-photo, and all the points 
were connected into a triangular network. 

Table 1. Co-ordinate of controls (WGS84 Z32) 
Beacon 
Number 

Easting (m) Northing (m) Ellipsoidal 
Height 

FGPKDY1
39 

332813.950 1165452.920 613.278    

KADGISC
P101 

332381.890 1165351.120 619.408 

KADGISC
P102 

332402.310 1165316.060 619.996 

 

 
Figure 3. GNSS Static Mode Observation in Progress 
 

This research project was restricted to part of the 
millennium city, Kaduna, and a control network was 
made to cover the project area of 1,128.340 Ha, with a 
total number of twenty (20) control points established. 
The control points were limited to static GNSS 
observation procedures and the accuracy limited second 
order control survey accuracy in Nigeria. Also, the 
processing of the raw GNSS data was limited to manual 
post-processing using the Hi-Target Geomatics Office 
(HGO) and the final analysis and presentation of results 
to the scope of the research project. 

 

3. Results and discussion 
 

The result of data in Table 2 obtained from the 
adjusted data was analyzed and the result proved 
reliable as the unit variance and standard error values 
fell within the allowable limit. 

Figure 3 shows the access road network to the 
controls, starting from Umaru Musa Yar’dua Expressway 
to the first control point (MCCP 106). There were 10 
loops of triangles networks that made up the entire 
project area. The twenty (20) established controls 
station were plotted, taking into consideration the 
intervisibility between them. Similarly, a minimum of six 
(6) controls were established within a community, this 
was to enable other users with no access to GNSS 
equipment to have the minimum number of three 
controls required for in-situ check before embarking on 
any survey work.  

The qualities obtained after adjustment in a GNSS 
network shows the adjusted baseline vector 
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components, their covariance, and the final coordinates. 
The baseline adjustment was performed using 
FGPKDY139 as the master or base control point which 
was held fixed. Adjustment of the data made it possible 
for further use in a GIS software environment. 
 

Table 2. Established GNSS coordinate (UTM Minna Z32) 
Station Name Easting (m) Northing (m) Ellp_H 

(m) 
FGPKDY139 332890.866 1165333.654 613.278 
KADGISCP101 332458.783 1165231.876 619.400 
KADGISCP102 332479.211 1165196.806 618.996 
MCXT101 333144.364 1165231.854 619.414 
MCXT102 332885.189 1163109.782 609.907 
MCXT103 333206.120 1162964.613 613.143 
MCXT104 333473.500 1163097.548 621.550 
MCXT105 333868.285 1163274.886 627.389 
MCXT106 333772.199 1162894.176 618.864 
MCCP101 336259.490 1164043.913 649.816 
MCCP106 333983.893 1164931.016 618.878 
MCCP107 335724.455 1165315.584 626.182 
MCCP108 334521.403 1165468.996 620.231 
MCCP112 334338.943 1163783.478 629.963 
MCCP114 333338.655 1163866.929 615.645 
MCCP111 334643.066 1163135.566 622.775 
MCCP116 335649.891 1162290.101 612.915 
MCCP115 334589.411 1162202.006 609.778 
MCCP117 333670.778 1162454.478 606.296 
MCCP105 335191.044 1164865.017 640.931 
MCCP109 335254.304 1164078.384 637.639 
MCCP110 335472.478 1163336.933 634.268 
MCCP113 334463.632 1164396.381 626.768 

 

 
Figure 4. Composite Plan of the established controls 
 

4. Conclusion  
 

GNSS controls were successfully established at 
Millennium city in Chikun L.G.A. of Kaduna State. These 
controls can serve as bases for further surveying and 
mapping exercises around the area. GNSS method of 

control extension is a versatile, accurate, quick, time 
saving, and economical way of establishing control 
points. The data collected was in WGS84 and 
transformed to UTM Minna Local datum. The data was 
found to be of very high accuracy.  The benefits of the 
control stations established are numerous to 
government agencies and the private sector interested in 
cadastral and engineering surveys along with the project 
site. It is recommended that existing controls on the 
ground must be checked, and maintained more 
frequently to know their conditions; controls should be 
located where they are not liable to destruction, and 
awareness campaigns to educate people on the 
importance of government control pillars and property 
survey beacon to avoid them being tampered with or 
destroyed. 
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 The article is devoted to a comprehensive analysis of severe flood events that took place 
on the southern slope of the Greater Caucasus, including in the Gobustan region, on June 
1, 2017. As a result of heavy rain and hail, farms and other facilities were seriously 
damaged in this area, and mudflows led to traffic stop on the section of the main Baku-
Shamakhi Road, called the Jeyrankechmez valley. The influence of the dynamics of the 
development of thunderstorm clouds, as well as other factors on the formation of a 
strong flood, is analyzed. Based on the data of radar and satellite observations, as well as 
the analysis of aero synoptic material, considering the physical and geographical 
conditions of the given region, appropriate proposals were made for more reliable 
forecasting of such processes using radar data. 

 
 
 
 

1. Introduction  
 

As it is known, on the territory of Azerbaijan, 
thunderstorm processes and related mudflow 
phenomena are associated with high contrasts of surface 
temperatures and the influence of invading air currents 
(Climate of Azerbaijan). In recent years, due to global 
warming in various regions of the world, including in the 
territory of Azerbaijan, the intensity and frequency of 
such phenomena has increased. In some cases, these 
phenomena reach the level of a natural disaster by the 
intensity and scale of the damage. In most cases, heavy 
rainfall, hail, mudflows, and floods cause serious damage 
to certain sectors of the economy, including agriculture. 
From this point of view, a comprehensive study of such 
phenomena is of the greatest scientific and practical 
interest. 

Ground-based radar and meteorological observations 
conducted on the territory of the Republic show that in 
recent years there has been an activation of the above-
mentioned dangerous phenomena (Safarov et al. 2017). 

From this point of view, the spring-summer period of 
2017 was not an exception. Hazardous hail and storm 
events observed during this period, as well as mudflows 
and floods associated with them, are distinguished by 
great intensity and the scale of the damage caused. 

Hazardous hail and storm events observed during 
this period, as well as mudflows and floods related with 
them, are distinguished by great intensity and the scale 
of the damage caused. The most powerful processes were 
noted on April 30, on May 16, 21, 27, 28, 31, on June 1, 10, 
12, 13, 15, 20, 30 and on September 7, 16, 25, because of 
which serious damage was caused to crops and livestock, 
transport infrastructure, power lines and 
communications, residential and social facilities, as well 
as flora and fauna. The hailstorm process observed on 
June 1, 2017 in some places of the southeastern slope of 
the Greater Caucasus, by features of the dynamics of 
development, intensity, and amount of precipitation, as 
well as the scale and extent of damage, is of interest. The 
purpose of this article is a radar analysis of this process.    
 

2. Material and Method 
 

Radar data of automated MRL-5 of Shamakhi and 
Geygel radar stations and satellite data of the platform 
GPM were used in the work. The heights of the terrain, 
where both radar stations are standing, are about 1000 
m. Automated MRL-5 was created based on 
meteorological incoherent radar MRL-5 with the 
introduction of the corresponding software and 
hardware complex. This system allows within a radius of 
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250 km at any time and at any point in space to quickly 
assess the intensity, quantity, and other characteristics of 
precipitation. MRL data on the presence, location, 
direction, and speed of displacement of the centers of 
showers are the most operational and complete. 
Аutomated MRL-5 allows to monitor the dynamics of 
development and the cellular structure of the 
thunderstorm processes and determine the type of such 
processes. Other features of this system are described in 
detail in (Safarov, 2012). We also used synoptic maps and 
ground observation data. 
 

3. Results and Discussion 
 

According to synoptic maps, by 00 o'clock (GMT) on 
this day, the meteorological situation in Azerbaijan was 
determined by a local cyclone that formed over the Black 
Sea and deep baric hollows at different altitudes. This 
situation created a condition for the invasion of moist air 
masses from the Black Sea and cold air from the north, 

which allowed the development of intensive convective 
processes. 

According to synoptic maps, by 00 o'clock (GMT) on 
this day, the meteorological situation in Azerbaijan was 
determined by a local cyclone that formed over the Black 
Sea and deep baric trough at different altitudes. This 
situation created a condition for the invasion of moist air 
masses from the Black Sea and cold air from the north, 
which allowed the development of intensive convective 
processes. 

According to the radar data of the Shamakhi and 
Geygel radiometeorological stations, on this day, 
beginning from noon, the formation of a cumulonimbus 
clouds was observed on the territory of Gabala, Ismayilli, 
Guba, Shamakhi and Gobustan regions. At the initial 
stage, the process of precipitation wore a disordered 
nature, and in some places local showers were noted. 
Starting from 15 o'clock, precipitation intensified on the 
territory of Gusar, Zagatala, Gakh, Oguz, Gabala, Ismayilli, 
Shamakhi, Shabran and Khyzi districts in some places led 
to a descent of mudflow and floods (Fig. 1). 

 

 
Figure 1. Evolution of the horizontal section of the radio-echo of the thunderstorm process at the level of 5000 m from 
the sea level observed in the Gobustan region (a, b, c) and the vertical section of the radio-echo to 18.25 (d).  
 

 

According to radar observations, starting at 4 pm, a 
more powerful thunderstorm process was observed on 
the territory of Gobustan region (Fig. 1a). 

Cumulonimbus (Cb) cloud rapidly developing by 
18.30 turned into a powerful multi-cell thunderstorm 
process (Fig. 1a, b, c). According to its radar 
characteristics, (radar reflectivity Z10, dBZ; height of the 
upper boundary of the radio echo cloud Hu, km; hail area 
Sh, km2; duration of the process and hail precipitation; 
intensity and amount of precipitation) this process 
turned out to be much more powerful than previous 
processes (Table 1). 

   Heavy hail fell in some places and precipitation 
intensity has reached a catastrophic level. As can be seen 

from Fig. 2, from 16.00 to 20.00 more than 80 mm of 
precipitation fell, which is 45 mm more than the monthly 
norm of the area. 

At times, precipitation intensity exceeded 60 
mm/hour, which is confirmed by radar and satellite data. 
The temporal course of precipitation intensity built 
according to the GPM platform (Global Presipitation 
Measurement) of the Giovanny portal with a time 
resolution of 0.5 hours and a spatial resolution of 8 km is 
shown in Fig. 3. As can be seen from Fig. 3, by about 18:00 
(14:00 GMT), the intensity of precipitation increased 
sharply and exceeded 60 mm/h. 
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Analyzing the character of the evolution of this 
hailstorm process using the patterns of distribution of 
the radar reflectivity and their animation, it is possible to 
explain the reason for the precipitation that is too 
abundant. As in most of the highly hazardous regions of 

the world, the thunderstorms processes observed on the 
territory of Azerbaijan, according to their cell structure 
and development dynamics, are mainly divided into 
single-cell, multi-cell, and supercell. 

 

 
Figure 2. Distribution of precipitation over the territory in the thunderstorm process on June 1, 2017 from 16:08 to 
21:43 

 

 
Figure 3.  Time course of the precipitation intensity in the thunderstorm process on June 1, 2017, built by the data of 
GPM 
 
Table 1. The maximum radar characteristics of the multi-cell hailstorm process 01.06.2017 

Notes:     1.    Z10-radar reflectivity at a wavelength of 10 cm; 
                2. Hu - the height of the upper boundary of the radio echo of the cloud from sea level; 
                3.   Hh - the height of the upper boundary of the hail cloud from sea level. 

Area Horizontal sizes of 
hail area, km 

Duration of the 
process, min  

Length of 
hail strip, 
km  

Amount of 
precipitatio
n, mm   

  
Z10,d
bz 
 

Horizontal 
section area, 
km 2 

Hu km Hh, 
km 

major axis  minor 
axis 

Gobustan 
district 

11 8 340 42 > 80 73 107 10 6 

Nearby areas 7 4 125 23 45 68 65 9,2 5,8 
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The characteristic features of these types of processes 
are described in more detail in (Safarov, 2012). Ordered 
multi-cell processes, in turn, are divided into normal and 
anomalous subtypes. In normal processes, due to the fact 
that new convective cells are formed on the right flank of 
the cloud system, to the right and slightly ahead of the 
previous cell, the stripes of precipitation of individual 
cells are almost parallel to each other.  

In normal processes, due to the fact that new 
convective cells are formed on the right flank of the cloud 
system, to the right and slightly ahead of the previous 
cell, the stripes of precipitation of individual cells are 
almost parallel to each other. And with abnormal 
subtypes, new cells form at the back of the previous cell, 
relative to their direction of movement (Safarov, 2012; 
Safarov, 2018; Safarov 2019) 

A detailed analysis of the radar material of the 
considered thunderstorm process has shown that it can 
be classified as anomalously ordered. Thus, new 
powerful convective cells periodically appearing behind 
the previous one (relative to the direction of their 
movement), moving along practically identical paths on 
the territory of the Gobustan district, led to long and 
intense rainfall, sometimes accompanied by dropping of 
large hail. 

Despite the fact that individual convective cells 
moved from the south-west to the northeast at a speed of 
15-20 km/h, the thunderstorm process as a whole and 
the corresponding cloud system stood still and did not 
move. All this led to heavy precipitation in the local 
territory, the amount of which exceeded 80 mm. 

The disaster caused serious damage to the 
infrastructure of the territory, power lines and 
communications, bridges, and to a greater extent 
agriculture. In rivers, especially in the course of the 
Pirsaat River, water sharply increased, and the water 
level rose. In some places, intense precipitation led to the 
collapse of mudflows, as a result of which part of the 
Baku-Shamakhi main road in the area of the 
Dzheyrankechmez valley was flooded. Due to 
accumulated mud and flooding, more than 500 cars were 
stuck in transit and traffic in this part of the road was 
temporarily stopped. 

 It should be noted that in the territory of Azerbaijan, 
such anomalously ordered multi-cell processes are often 
observed, and in most cases, they lead to the loss of 
dangerous and sometimes catastrophic rainfall, 
sometimes accompanied by intense hail.  For example, on 

June 20, 1985, on the territory of Shamkir district, in one 
and the same places, strong precipitation was observed 
three times in one evening [4] . On May 21, 2014, an 
abnormally orderly process led to dangerous flooding in 
the Tovuz region. In some places of the region, the 
amount of precipitation was more than 100 mm [5].  
 

 

4. Conclusion  
 

Thus, radar detection of abnormally ordered multi-
cell lightning-hail processes in any part of the territory of 
the Azerbaijan Republic, taking into account the relief 
and other terrain features, can be a reliable predictor of 
long-lasting heavy rainfall and associated mudflows and 
floods  
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 Insects are one of the most important elements of the natural balance in forest ecosystems. 
Thaumetopoea pityocampa, which is one of the important pests of Turkey's forests, causes 
increment loss, tree dead and economic losses in the forest stands. Therefore, there is a need 
for alternative methods of detecting and monitoring beetle damage with low cost and 
acceptable accuracy. Remote sensing data is widely used in beetle damage detection. In this 
study, the infestation of Thaumetopoea pityocampa in Calabrian pine forests in 
Kahramanmaraş Regional Directorate of Forestry, Elmalar Planning unit was determined with 
Remote Sensing data. 70 forest stands (sub-compartments) belonging to the infested (2016) 
and non-infested (2022) periods were determined in the study area. The minimum, average, 
maximum and total values of NDVI values were calculated using Landsat 8 OLI satellite images. 
The Kolmogorov-Smirnov normality test was used to determine whether the NDVI values 
were normal. Using SPSS software, the difference in NDVI values in infested and non-infested 
forest stands were statistically analyzed using a paired sample t-test. According to results, 
there was a statistically significant difference between all NDVI values in the years 2016 and 
2022. 

 
 
 
 
 

1. Introduction  
 

Insects are the most important factors that threaten 
the existence, productivity and sustainability of Turkey's 
forests (Onaran and Kat 2010; Özcan, 2017). The Pine 
Processionary Moth (PPM) (Thaumetopoea pityocampa 
Schiff (Denis & Schiffermüller, 1775) (Lepidoptera: 
Notodontidae), which can cause significant damage to 
the forests in the Mediterranean region (Salvato et al. 
2002) and has been known for many years in Turkey, 
spreads along the whole coastline (İpekdal and Çağlar 
2011). PPM larvae was feed on pine needles (Kanat et al. 
2002; Kerdelhué et al. 2009), and in the advanced stage, 
they can cause the death of the trees. Due to the 
defoliation, they cause a great deal of needle loss and 
reduced tree growth. Generally, young trees suffer more 
damage than older trees (Jacquet et al. 2013). 

PPM causes economic losses as it negatively affects 
diameter and height growth in trees, health problems 
due to its allergen and aesthetic problems due to 
defoliation of trees (Mendel 1990). While trees rarely die 
in old forest stands, significant decrease in increment can 

occur. It was determined that trees with significant 
defoliation decreased by 24% in diameter, 36% in height 
and 52% in growing stock (Carus 2004). It was reported 
that, increment in Calabrian pine forests was decreased 
as 38.2% (Kanat et al. 2002) and 22.3% (Kanat and 
Sivrikaya 2005). In the afforestation areas of Crimean 
pine, the annual increment decreased by 34.6%-39.7% 
compared to the general average, and decreased by 
58.3%-43.1% the following year (Altunışık and Avcı 
2016). General Directorate of Forestry uses biological, 
chemical, mechanical, biotechnical and integrated 
control methods against this harmful species.  

In the control against pests, the spatial determination 
of the damage is important in terms of the precautions to 
be taken. However, detection of the PPM in field survey 
is a time and cost-consuming activity. Therefore, there is 
a need for alternative methods with lower cost and 
acceptable accuracy. In this context, remote sensing (RS) 
techniques are used effectively in the detection and 
monitoring of PPM. Detection of beetle infestation using 
RS data depends on leaf discoloration and degree of leaf 
damage (Wulder et al. 2006). Each satellite image reveals 
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a different degree of beetle infestation in terms of its 
characteristics (White et al. 2006). Medium resolution 
satellite images such as Landsat satellite images are used 
effectively in beetle infestation detection studies due to 
their multispectral bands, covering large areas, 30 m 
spatial resolution and 16-day temporal resolution 
(Collins and Woodcock 1996; Franklin et al. 2003; 
Skakun et al. 2003). 

The aim of this study is to determine the PPM 
infestation in the Calabrian pine forests with RS data in 
Kahramanmaraş Regional Directorate of Forestry, 
Elmalar Planning Unit. The results will contribute to the 
determination of PPM in large forest areas with less 
effort and time and taking the necessary precautions.   
 
 

2. Method 
 

The study area is located Kahramanmaraş Regional 
Directorate of Forestry, Kahramanmaraş Forest 
Enterprise, Elmalar Forest Planning Unit at 37°35'26” N, 
36°53'04” E (WGS 84 datum, 37 zone) (Figure 1). The 
Mediterranean climate is in the south of 
Kahramanmaraş, and the continental climate is not harsh 
in the north. Winters are warm and rainy, and summers 
are hot and dry. The annual average temperature is 17.2 
C°, the monthly average precipitation is 750.9 mm, the 
lowest temperature is -9.6 C° and the highest 
temperature is 45.2 C°. The total forest area in the 
planning unit is 13.575 ha, of which 11.223 ha (83% of 
the total study area) is productive forest and 2.352 ha 
(17% of the total study area) is degraded forest. The main 
tree species in the study area are Calabrian pine (Pinus 
brutia Ten.), Oak (Quercus ssp.), and Stone pine (Pinus 
pinea L.). 
 

 
Figure 1. Study area location in Kahramanmaraş, 
Türkiye 
 

In the study area, the natural outbreak was observed 
in 2015, followed by 2016, and 2017. Landsat images 
from T. pityocampa infested (2016) and non-infested 
(2022) periods were compared in Calabrian forests in 
Kahramanmaraş Regional Directorate of Forestry. 
Landsat 8 Operational Land Imager (OLI) images of two 
different time periods (2016 and 2022) were used to 
compare the (Normalized Vegetation Index) NDVI values 
in 2016 and 2022. These data with cloud cover less than 
5% were downloaded from 
https://earthexplorer.usgs.gov (USGS, 2022) (Table 1). 
Some pre-processes were applied to make the Landsat 8 
OLI satellite images to be used in the study ready for 
analysis. Atmospheric correction was made on Landsat 8 
OLI satellite images and the digital number values of the 
bands (Red and NIR) to be used for NDVI were converted 
to reflectance values. 
 
Table 1. The properties of Landsat 8 OLI images used in 
the study 

Acquisition 
Date 

Cloud 
cover 
(%) 

Band 
Name 

Central 
wavelength 
(µm) 

Spatial 
resolution 
(m) 

2016/04/23 0.52 Blue 
Green 
Red 
NIR 
SWIR 1 
SWIR 2 

0.45-0.51 
0.53-0.59 
0.64-0.67 
0.85-0.88 
1.57-1.65 
2.11-2.29 

30 

2022/04/16 3.29 

 
In the study area, 70 forest stands (sub-

compartments) were overlaid to satellite images of 2016 
and 2022. NDVI values were estimated according to the 
obtained reflectance values. NDVI values for 70 selected 
forest stands were calculated according to the Eq. 1 
 

NDVI = (NIR – RED) / (NIR + RED) (1) 
 

Where NIR is the near infrared wavelength of the 
spectrum (0.851 – 0.879 μm), RED is the red region 
wavelength (0.636 – 0.673 μm), and NDVI is the 
vegetation index value. 

Since the area of each forest stand and the number of 
pixels falling into these forest stands will be different, the 
minimum, average, maximum and total values of NDVI in 
each forest stands were calculated using ArcGIS 10.6. The 
normality of the NDVI values was performed using the 
Kolmogorov-Smirnov normality test. Paired sample t-
test was used to statistically analyze the differences 
between NDVI values in infested and non-infested forest 
stands using SPSS software. 
 
3. Results and Discussion  
 

In recent studies, NDVI is a frequently used method 
for monitoring beetle infestation (Rullan-Silva et al. 
2013). Figure 2 shows NDVI images of the study area for 
infested (2016) and non-infested (2022) periods that 
were generated to investigate the infestation by PPM in 
the Elmalar planning unit using Landsat 8 OLI images. 
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Figure 2. NDVI images in infested (2016) and non-
infested (2022) periods (lighter pixels = high NDVI 
values, darker pixels = low NDVI values) 
 

The minimum, average, maximum and total values of 
NDVI obtained from PPM infested (2016) and non-
infested (2022) periods were statistically compared. All 
NDVI values were normally distributed according to the 
Kolmogorov-Smirnov test of normality. The paired 
sample t-test of the minimum, average, maximum and 
total values of NDVI results figure out that there was a 
statistically significant difference between all NDVI 
values in the years 2016 and 2022 (Table 2). Severe 
beetle infestation was in the study area in 2016. For this 
reason, the Regional Directorate of Forestry carried out 
successful efforts to control against beetle damage. The 
results also support this situation. In 2016, NDVI values 
are lower than in 2022 due to beetle damage.  
 
Table 2. The result of the paired sample t-test for the 
minimum, average, maximum and total values of NDVI 

Years Mean N 
Std. 
Dev. 

t P 

2016 Min. 0.071 70 0.019 -
11.370 

0.000 
2022 Min. 0.086 70 0.025 

2016 Ave. 0.112 70 0.019 -
25.154 

0.000 
2022 Ave. 0.139 70 0.024 

2016 
Max. 

0.173 70 0.050 
-8.417 0.000 

2022 
Max. 

0.210 70 0.055 

2016 
Total 

21.380 70 23.658 
-7.761 0.000 

2022 
Total 

26.612 70 29.054 

NDVI values were significantly reduced in the year of 
infestation due to the reduction in NIR band value 
(Junttila et al. 2015; Rock et al. 1988). De Beurs and 
Townsend (2008) used the NDVI and EVI indices in 
MODIS satellite images to determine the damage caused 
by Lymantria dispar (L.) (Lepidoptera: Erebidae) on 
deciduous trees in the central Appalachian region of the 
USA. NDVI decreases at the beginning of epidemic beetle 
infestation, according to research on oak mortality in 
California using high-resolution images (Kelly 2002). 
Townsend et al. (2012) successfully classified and 
mapped defoliation severity using NDIIb5 together with 
a logistic regression model in Landsat TM. Spruce et al. 
(2011) stated that NDVI is better at distinguishing 
moderate damage from low damage in a deciduous 
forest. NDVI has a strong positive linear correlation 
between 25% and 80% vegetation cover in forest 
ecosystems (Zhang et al. 2010). 
 
4. Conclusion  
 

Landsat satellite images with medium spatial 
resolution can be used to assess the damage caused by 
PPM outbreaks, identify and analyze their ecological 
impact. Our results are consistent with similar studies. 
Gooshbor et al. 2016 stated that NDVI values for 2002 
(before infestation), and 2007 and 2014 (after 
infestation) showed a statistically significant decrease in 
oak forest infested by oak leaf roller. 
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 Crop mapping can provide valuable information for agricultural land management and 
crop estimation. This study investigated the spectral bands of Sentinel-2 time series, their 
vegetation indices, Sentinel-1 VV and VH time series of the radar backscatter coefficient, 
and the VV/VH ratio. This study explored the importance of the red-edge wavelengths of 
Sentinel-2 imagery for crop mapping using the random forest (RF) method. Therefore, the 
2019 time series of Sentinel-1 and 2 images for the growing season in northwest Ardabil, 
Iran, were retrieved from the Google Earth Engine. After pre-processing, these images 
were segmented using the multi-scale method, and then the spectral features of optical 
imagery and the radar backscatter coefficient were extracted for each segment. To 
examine the importance and role of red-edge wavelengths, in addition to the three red-
edge bands, visible and infrared wavelengths, and plant indices derived from these bands, 
red-edge indices were also factored in as input features. Overall, nine scenarios were 
simulated using different inputs and combinations. In each scenario, key features were 
identified using RF feature selection and introduced as inputs for the RF algorithm for an 
object-oriented classification. The research results showed that the addition of red-edge 
bands and the derived indices increased the accuracy of crop type mapping. The best result 
was obtained for a combination of optical and radar images with an overall accuracy of 
87.59% and a kappa coefficient of 85.40%. 

 
 
 

1. Introduction  
 

The area of land used for cultivating different crops in 
a certain period is called the cropping pattern. 
Meanwhile, the agricultural production level is a decisive 
factor that influences the agricultural economy 
(Aduvukha et al., 2021). 

Aside from the significance of temporal information, 
considering the unique phenological properties of 
different crops, it is crucial to identify and employ 
suitable data for specific dates in a time series in order to 
obtain more accurate results. Therefore, it is worthwhile 
to assess the relative importance of Sentinel-2 spectral 
bands for crop classification and particularly the 
performance of data from red-edge bands, which are 
missing in conventional sensors such as Landsat and 
SPOT and are less often studied. Indices used based on 
red-edge features are influenced by leaf structure, leaf 
chlorophyll, and leaf canopy cover and can acceptably 
distinguish crops (Zhong et al., 2014). Although the 
spectral reflectance of crops is affected by the vegetation 
cover status (e.g., chlorophyll content, pigmentation, 

canopy, and leaf water content) and provides valuable 
information for crop mapping (Zhang et al., 2017), plant 
structure information can also prove critical in this 
regard. When it comes to crops with similar phenological 
cycles, spectral information alone can hardly be enough 
for crop classification. Radar images, such as Sentinel-1 
data, contain information about the vegetation structure, 
and so combined optical and radar images can 
complement each other and help to improve the results 
(Sun et al., 2020). Some studies confirm the high 
capability of radar images, especially cross-polarized 
imagery, in the separation of agricultural products (Ban 
et al., 2003; Skriver et al., 2011). Meanwhile, considering 
the differences in plant growth stages and spectral 
features of different crops during the growth period, 
various combinations of optical time series images and 
radar back-scattering coefficients were tested to assess 
the performance of different indices in crop mapping 
Several similar studies have used multi-time Sentinel-2 
and Sentinel-1 images, whereas few have investigated 
the spectral features of the three red-edge bands of this 
sensor's optical images and their vegetation indices. 
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Therefore, this study also aimed to assess the 
performance of Sentinel red-edge bands in crop 
classification through different approaches and 
combinations of optical and radar images. 
 
2. Case Study and Research Data 
 

The study area is located at 38.13 to 38.23 N and 
48.16 to 48.9 E in northwestern Iran (Figure 1). 
Monocropping is dominant across the study area due to 
the region's climatic conditions, yet adequate 
precipitation makes it suitable for growing a variety of 
crops, including cereals, legumes, potatoes, and sugar 
beet.   
 

 
Figure 1. Location of the study area and its false-color 
image from Sentinel-2 
 

The research data consisted of the region's crop type 
in 2019 collected through ground monitoring. These 
included alfalfa/sainfoin, wheat, barley, beans, corn, 
broad bean, Linaceae (flax), potatoes, and sugar beet, 
which make up the primary produce of the Ardabil plain. 
The fields' location and crop type were acquired through 
land survey and GPS measurements. 
 

3. Methodology 
 

The research flowchart is presented in Figure 3. 
After image collection and preprocessing (e.g., 
radiometric corrections and speckle noise reduction in 
radar images), the necessary features were extracted 
from the imagery. More detailed descriptions of each 
step are provided below. 
 

 
Figure 2. Conceptual diagram and research flowchart 
 

This study used time series images of Sentinel-2 and 
Sentinel-1. Considering the features of different time 
series bands, 10 m and 20 m bands (specifically, bands 2–
7, 8 and A8, and also 11 and 12) were selected here and 
the pixel size of the 20 m bands was downscaled from 20 
m to 10 m. The crop phenological dates were obtained 
from the crop calendar and NDVI time-series curves to 
determine the suitable research period, and accordingly, 
L2A time series images for a two-month period (from 
June 18 to September 18) were retrieved for the study 
area using the Google Earth Engine (i.e., Sen2Cor 
atmospherically-corrected L2A images in GEE). The 
Sentinel-1 Ground Range Detected (GRD) time series 
images were retrieved from May 7 to September 28 using 
the GEE platform. Then the images were preprocessed, 
including conversion of images into sigma0 images in the 
logarithmic scale (dB) and reduction of speckle effects 
using the Enhanced Lee Filter. 
 
3.1. Image Segmentation 
 

Image segmentation means partitioning a digital 
image into multiple distinct regions, that is, grouping the 
image elements using specific homogeneity criteria 
(Meinel et al., 2001). The first stage in object-based 
classification is segmenting the image into meaningful 
parts, which was performed here using the popular 
multi-scale segmentation method (Salehi et al., 2017). 
Therefore, segmentation was done using the time series 
(10, 20 m) images, the first four (PCA1-PCA4) 
components of the time series of sentinel-2 image bands 
(showing the regional changes), and NDVI. 
 
3.2. Feature Extraction  
 

In the second stage, vegetation indices, spectral 
features, and the radar backscattering coefficient ratio 
were extracted (Table 1). A total of 27 vegetation indices 
based on visible, infrared, and red bands were calculated 
and the time series (10, 20 m) of optical images were 
selected as input features for classification. Features 
obtained from SAR images include the VV and VH back-
scattering time series, the VV/VH back-scattering ratio, 
and the Normalized Ratio Procedure between Bands 
(NRPB) estimated using the VV and VH backscatter 
(Filgueiras et al., 2019).  
 
3.3. Random Forest Algorithm  

 
The random forest (RF) algorithm is a collection of 

decision trees that make output predictions by 
combining outcomes from all decision trees. To classify 
an input vector, it is submitted as an input to each of the 
trees in the forest, and the classification is then 
determined based on the class label with the majority 
vote (Rodriguez et al., 2012). The parameters that need 
to be optimized in this classifier are the number of trees 
and the number of features used in each tree. The former 
was obtained through cross-validation and out-of-the-
box data analysis and the latter through the square root 
of the number of features (Belgiu et al., 2018).  
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Due to the large size of input features, the RF feature 
selection method was used to reduce the dimensionality 
of the input data (Shamsoddini et al., 2013). 
 
Table 1. Research features 

 
 
 
Sentinel-2 time 
series features 

Spectral band time series (B2, B3, B4, 
B5, B6, B7, B8, B8A, B11, and B12) 
Vegetation indices, including, NDVI 
(Tucker, 1979b), ReNDVI (Fernández 
et al., 2016), 
MSRre (Chen et al., 1996), MCARI 
(Daughtry et al., 2000), 
IRECI (Frampton et al., 2013), TVI 
(Khosravi et al., 2018), 
Ndre1 (Gitelson et al., 1994), NDSAVI 
(Qi et al., 2002), 
NDRI (Gelder et al., 2009), NDWI (Sun 
et al., 2020) 
(192 features in total) 

SAR time series 
features 

1. VV and VH radar 
backscattering coefficient 

2.  VV/VH ratio, NRPB 
(Filgueiras et al., 2019)  

(48 features in total) 

 

 
Figure 3. Feature importance results of combined 
Sentinel 1 and 2 imagery using RF 
 
Table 2. Object-oriented classification results using 
different input data combination scenarios 

 
 
3.4. Assessment of classification accuracy 
 

The k-fold cross-validation method was used to 
prevent feature over-fitting in machine learning methods 
and optimize the RF algorithm parameters. Aiming to 
assess the performance of the classifier, the field data 
was split into training sample (70%) and testing sample 
(30%) sets, and different indices such as overall kappa 
accuracy, user accuracy, producer accuracy, and F1-
Score were used.  
 
4. Results and Discussion  
 

Based on the Gini index (Figure 3), the most 
important features in crop classification using a 

combination of optical and radar imagery were the red-
edge vegetation indices NDVIre3n (July 18), IRECI (Sept. 
18), and NDVIre2n (June 18), respectively. These results 
demonstrate the importance of red-edge bands and the 
vegetation indices obtained from them in crop mapping, 
with the most effective bands being red-edge (especially 
bands B6 and B7), B8 near-infrared, and B8A near-
infrared wavelengths. The first red-edge B5 band was 
more affected by the leave chlorophyll content than the 
other two red-edge bands. Many crops have a high 
chlorophyll content in the middle and peak stages of their 
growth and fruiting. Green and red bands are saturated 
in areas with high chlorophyll content, which limits their 
application in corp classification, whereas, Sentinel-2 6B 
band, with more sensitivity to chlorophyll concentration, 
can provide the necessary information (Gitelson et al., 
1996).  

According to Table 2, the best result was obtained for 
the combination of all the features obtained from optical 
and radar images through the object-oriented 
classification with an overall accuracy of 87% and a 
kappa coefficient of 85%. The results showed that RF-
based feature selection in all different combinations of 
features extracted from Sentinel images increased the 
accuracy by 2-3% compared to the scenario of using all 
the features. Random forest is highly effective in 
reducing the effect of data redundancy in a time series 
and enhancing the classification accuracy with minimal 
image input (Nitz et al., 2015). This method enjoys a high 
training and classification speed and can effectively 
classify high-dimensional features (Joelsson et al., 2005). 
The advantages of the RF algorithm in this study included 
higher training speed, no overfitting, and compatibility 
with high-dimensional features (Kang et al., 2021). 
According to Table 2, classification using only the red-
edge bands and their vegetation indices can acceptably 
separate crops; followed by the near-infrared (NIR) and 
short-wave infrared (SWIR) bands (Zahang et al., 2020). 
Moreover, using the red-edge bands along with other 
Sentinel-1 and Sentinel-2 bands improved the 
classification accuracy. Overall, red-edge bands 
performed better than visible wavelengths, mainly due to 
their higher capability to obtain plant biochemical 
information (Zahang et al., 2020). In Scenario 4, 
classification using red-edge bands and their vegetation 
indices was more accurate for crops such as barley, 
wheat, broad beans, kidney beans, and flax. 

The selection of spectral bands and their vegetation 
indices influences the accuracy of crop classification 
(Orynbaikyzy et al., 2019). The accuracy of wheat, beet, 
potato, and broad bean classification was 083%, 89%, 
90%, and 82%, respectively. For other classes, product 
classification based only on Sentinel-1 images was not 
adequately successful, likely because: (1) the radar back-
scattering intensity is different for different crops based 
on their canopy cover, however, the radar incidence 
angle and soil surface moisture can affect the radar back-
scattering, which makes it difficult to differentiate 
between crops with a similar canopy and appearance 
(Orynbaikyzy et al., 2019). (2) The speckle in radar 
images increases the inter-class diversity and decreases 
the separability of different classes, even though speckle 
is highly dependent on the surface properties and is not 
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actually noise. On the other hand, speckles can affect the 
statistics and the distribution of pixel values in the 
feature space by increasing the variance of each class and 
the covariance between classes. This increases the 
separability between classes and possibly the 
classification error (Tavakoli, 2011). (3) The incidence 
angle leaves little room for differentiating certain crop 
types. Therefore, the limited viewing angle and radar 
data orbits make using only radar data insufficient for 
crop classification, especially when there are various 
crop types (Brisco, 1998). The higher the radar viewing 
angle, the higher the accuracy of crop separation (Brisco, 
1998). According to the results, vegetation indices 
outperformed the main bands in crop classification. 
Specifically, the NDVIre3n, IRECI, and NDVIre2n indices 
proved highly effective. The data extracted from 
Sentinel-1 images alone did not provide enough 
accuracy, and so the classification accuracy was 
increased (by 6%) after including three red-edge bands 
and their vegetation index (Ndre, Cire, and MSRre). In 
this scenario, alfalfa, maize, and potato plants were 
separated more accurately than in other scenarios. The 
combined use of Sentinel-1 and 2 imageries in this study 
showed that optical images alone can accurately map 
crops. Considering that combining optical and radar 
images increases the data dimensionality, which hinders 
machine learning, this should be done in specific 
circumstances and based on the type of crops under 
study (Orynbaikyzy et al., 2019). 

 
5. Conclusion 

 
This study examined the performance of a random 

forest classifier with nine different scenarios in crop 
classification using input features extracted from 
Sentinel-1 and 2 imageries. The research results can be 
summarized as follows: 

• Separation of crops with only optimal features 
from the RF classifier provided better results than 
classification using all features. 

• In this study, indices based on red-edge, near-
infrared, narrow-band near-infrared, and short-wave 
infrared (SWIR) wavelengths were more accurate. 
Overall, the inclusion of red-edge wavelengths increased 
the crop classification accuracy.  

• The combined use of the Sentinel-1 and Sentinel-
2 time series data had the best performance in crop 
separation. 

• Red-edge vegetation indices showed optimal 
performance in identifying crops such as wheat, barley, 
broad beans, kidney beans, and flax. 

• The research findings can inform decisions 
concerning the selection of spectral bands for achieving 
higher accuracy in crop classification. 
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 Natural hazards including landslides, flash floods, earthquakes and hurricanes have been 
constituted a significant problem in many countries. Kumamoto Prefecture in Japan was 
selected as the study area in the current research. One of the most considerable natural 
hazards in the study area is flood. Without using any automated classifier, this paper aims to 
map flooded areas in the region using synthetic aperture Radar (SAR) imagery of ALOS-2 
PALSAR-2. A total number of six satellite imageries (before and right after the events) were 
collected. Using Sentinel application platform (SNAP) software the images were corrected, 
stacked and combined in order to map flooded areas. Results indicate that this kind of flood 
mapping is precise, fast and easy to use. This paper can be helpful to policy and decision 
makers in order to map flooded areas immediately, especially when we need a quick action 
for settling camps for evacuees during flooding days.   

 
 
 
 

1. Introduction  
 

Natural disasters like flash floods, landslides, 
earthquakes, and hurricanes result in a considerable 
threat to human life and loss of property not only in the 
study area but also in many parts of the Earth (Khan, 
Shaari, Bahar, Baten, & Nazaruddin, 2014; Lawal, Matori, 
Hashim, Wan Yusof, & Chandio, 2012; Rahman & Di, 
2017). In recent years, Japan has been hit by heavy floods 
(Yang, Panjaitan, Ujiie, Wann, & Chen, 2020), causing 
millions of dollars in property damage and loss of life. 

Flood is one of the common phenomenon in the study 
area (Yang et al., 2020). Study area has been faced 
flooding almost every year, which is seen as common 
natural disaster in the region. The problems caused by 
flash floods, can be addressed if effective planning and 
detailed studies are taken. 

Flood is a very common disaster in Japan (Yang et al., 
2020). However, identifying the flood prone areas is 
highly essential for decision and policy makers for 
sustainable development. Because of the all-weather 
capability and sensitivity to the structure of flooded 
surface, SAR remote sensing has made notable 
contribution in flood studies, (Dronova, Gong, Wang, & 
Zhong, 2015; Martinez & Le Toan, 2007; Tehrany, 
Pradhan, & Jebur, 2014). This study is significant in two 

ways (1), (1) without using any classification algorithms 
we distinguished flooded areas precisely, and (2) ALOS-
2 PALSAR-2 was used as L-band satellite imagery. Fully 
control over these kinds of floods is a challenging task to 
a great extent.  

Many studies have been conducted using different 
methods and models for mapping flood susceptible 
areas, including analytical neural network (Pradhan & 
Buchroithner, 2010), analytic hierarchy process (Lawal 
et al., 2012), support vector machine (Tehrany et al., 
2014; Tehrany, Pradhan, Mansor, & Ahmad, 2015), fuzzy 
logic (Jiang, Deng, Chen, Wu, & Li, 2009; Perera & Lahat, 
2015), frequency ratio (Lee, Kang, & Jeon, 2012; Tehrany 
et al., 2015), random forest classifier (Feng, Liu, & Gong, 
2015), logistic regression (Pradhan, 2010) and Neural 
Network Algorithm (Li, Xu, & Chen, 2016).  

The main objective of the current study was to 
employ L-band SAR imagery to map flooded areas for 
crisis management using a quick approach. 
 
 
2. Description of the Study Area 
 

Because of data availability, the Kumamoto 
Prefecture in Japan was selected as the study area for 
performing this research. Figure 1, shows the study area. 

http://igd.mersin.edu.tr/2020/
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Figure 1. Geographical location of the study area 
 
3. Material and Methods 
 

To acquire information, ALOS-2/PALSAR-2 emits 
microwave and receives the reflection from the ground. 
The L-band SAR data is less affected by clouds and rains, 
which is suitable for monitoring rapid disasters. In 
addition, L-band microwave can penetrate through 
vegetation to obtain information. ALOS-2/PALSAR-2 has 
a spotlight mode of 1m×3m resolution in azimuth/range 
direction. 

The satellite data were acquired from Department of 
architecture and building engineering, Tokyo Institute of 
Technology. Table 1, demonstrates technical 
characteristics of data used in this study. It is worth 
mentioning that six satellite data of ALOS-2/PALSAR-2 
(two descending and four ascending) were used. 
 
Table 1. Technical attributes of ALOS-2 PALSAR-2 
satellite imagery 

Observation 
Mode 
(Sensor) 

Processing 
Level 

View Angle Date 

Spotlight SLC (1.1) Ascending 
Descending 

2016/04/16 
2020/07/04 
2020/07/04 
2016/04/30 
2018/02/20 
2020/07/07 

   

 
In order to extract accurate information, once, 

satellite imageries have been collected then pre-
processing must be applied on them (Jensen & Lulla, 
1987). Therefore, using SNAP software, images were 
radiometrically corrected, multi-looked and filtered. 
Moreover, before projected to Universal Transverse 
Mercator (UTM) coordinate system, they were geo-
referenced.  

After correction process, for saving time it is better to 
clip imageries as the study area. In order to place the 
maximum accuracy, we loaded imageries in decibels 
(dB). Furthermore, for combining bands of satellite 
images they must be stacked. Therefore, we can separate 
flooded areas from the other areas by selecting dB or 
actual band of before event imagery as Red and after 
event image for both Green and Blue in RGB band 
combination (Figure 2).    
 

 
Figure 2. Research methodology of the study. 
 
4. Results and Discussion 
 

In this study using SAR imagery of ALOS-2/PALSAR-
2, areas prone to flood were mapped, which can be 
valuable for authorities to consider it in the preventive 
actions in the study areas during flooding times.  

In order to prevent such disasters, it is needed to 
develop an accurate technique to map areas prone to 
flood. In such situations, the first action is to map areas 
prone to flood so that policy makers can do preventive 
actions; including settling lifeguards in high susceptible 
areas, to act against unlicensed housing in high 
susceptible regions as well as to build shields along the 
highly sensitive river banks. Despite this fact that flood 
events are generally unavoidable (Pradhan & Youssef, 
2011); however, authorities should not be easy-going on 
this matter and should try to reduce the fatalities and 
damages from such events in near and remote future.  

Figure 3 clearly shows the flooded regions in the 
study area. In fact, this method is precise, accurate and 
easy to apply in SNAP and ArcGIS software 
environments. Electromagnetic waves of SAR imagery 
will be reflected from water surfaces specularly; 
therefore, in the imagery appears in black color (Oliver & 
Quegan, 2004). Overall, in this model flooded areas in red 
color are differentiated from the other water resources 
in black color.   
 

 
Figure 3. Flooded area of Kumamoto Prefecture, Japan. 
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As it can be seen from Figure 3, based on the 
geomorphological condition of the study area, ascending 
imageries are more suitable for the study area from 
which the flooded areas are more visible than the 
descending ones.  
 
5. Conclusion  
 

 One of the most common disasters in the study area 
is flooding, which mostly induced by heavy rainfall. In 
this manuscript, we have shown how to map flooded 
areas by using SAR imagery without using any automated 
classifier. For this model, two SAR satellite imagery of 
before and right after floods should be acquired. These 
data through SNAP software were corrected, stacked and 
combined in order to map flooded areas. For obtaining 
the maximum accuracy, we loaded both imageries in 
decibels (dB). Furthermore, for combining the satellite 
images, they were stacked first and in order to map the 
flooded areas, the data were loaded in RGB combination. 
Moreover, this kind of flood mapping is precise, fast and 
easy to use, especially when we need to map flooded 
areas immediately to settle evacuees in safer places. 
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 The main issues presented in this paper, considering the future plans of the oil and gas 
industries in the region, include the status of the distribution of Mud volcanoes in the Caspian 
region as well as the presentation of the total framework of new ways of identifying and 
analyzing them based on remote sensing techniques using experiences in other neighboring 
countries of the Caspian Sea. These structures are associated with hydrocarbon deposits, 
subduction tectonic zones, and orogeny belts, and in very rare cases are associated with mud 
volcanoes. Fortunately, most mud volcanoes are found on the seabed and their effects are far 
less. 

 
 
 
 

1. Introduction  
 

Mud volcanoes are important morphological features 
that are often in the form of clay cones and from a height 
of 2 meters to a maximum of 500 meters around them 
and with a base diameter of 20 meters to a maximum of 
3500 meters. It is possible that their central part is made 
of sand and the outer part is made of mud. These mud 
volcanoes are hilly and circular in shape and have a main 
opening and several smaller side openings. The main 
opening is usually located in the middle of the mud 
volcano and is bowl-shaped or blade-shaped and the side 
openings are not fixed and permanent. Sometimes mud 
volcanoes have no eruptions and some are not 
permanent and are active periodically and pulsating 
springs and, in this respect, they are similar to volcanoes 
which are much smaller than them. Mud volcanoes are 
found both on land and in the oceans (Kheradmand, 
2013). 
 
2. Caspian coastal mud volcanoes in Iran 
 

"Gomishan", "Qarniaraq Tappeh" and "Naftlijeh" mud 
volcanoes in Golestan province of Iran are among the 
most beautiful natural phenomena in the form of small 
volcanic cones made of mud or sand, the dimensions of 
which vary from a few centimeters to several meters, and 
it seems that the central parts they are made of sand and 

their outer part is made of mud. In these golf courses, 
mud and sand materials are injected from below into the 
gap and with water. The rapid release of flowing, watery 
muds, accompanied by bubbles and noise, causes the 
formation of cones, and in the center of these cones, there 
is a crater-like hole for material to exit, which creates a 
gap in the ground and injects material from below. They 
are formed with water and gas. 

  Studies show that these cones occur in earthquake-
prone areas and along some faults, and the rapid settling 
of materials and subsequent outflow of water from the 
particle bed causes the formation of mud volcanoes on 
the surface of sediments. 
 

 
Figure 1. Map showing the distribution of mud volcanoes 
in the world (Wikipedia). 
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Some believe that mud volcanoes have a tectonic 
origin and the subduction action and pressures caused by 
tectonic movements are the reason for their occurrence 
and some believe that mud volcanoes are formed in 
volcanic areas. 

  "Qarniaraq Tappeh" mud volcano in the east of 
Gomishan, "Naftalijeh" in the northeast of Gomishan and 
"Incheh" next to Incheh Borun wetland are famous mud 
volcanoes in Golestan province and all of them are active 
with gas, water containing sodium chloride and aromatic 
petroleum products. 

  Naftlijeh mud volcano in the northeast of Gomishan 
is associated with petroleum products and has created a 
hill in the middle of a flat plain of mud paste, oil that 
comes out of its mouth and has a high gas activity. 

  Qarniaraq in the local language, where the abdomen 
is split; With a diameter of about 600 meters, it is 
considered to be the largest mud volcano in Golestan 
province, from which salt deposits, methane gas and 
traces of petroleum products are extracted, and the locals 
believe in its healing properties. 

  Incheh mud volcano is also located next to Incheh 
Borun wetland, which in recent years, the issuance of 
licenses for exploitation wells along the wetland, has 
disabled this mud volcano (Mirkazemian, 2009). 
 
3. Mud volcanoes of the Republic of Azerbaijan 
 

The mud volcanoes of the Republic of Azerbaijan are 
spectacular symbols of the hidden oil and gas resources 
deep in the land in the Caspian Sea. Gas leakage occurs 
when subsoil is saturated with methane gas and seeks to 
find a passage to the surface. 

  A famous example of gas leakage is in Yanardaq 
(Mountain of Fire) on the Absheron Peninsula. People 
often go there to watch the flames dance and enjoy 
watching this fascinating phenomenon that never goes 
out, and it is interesting for them to understand how this 
fire lasts forever and burns from the ground and is a tool. 
It is for worship. 

   The people of Azerbaijan link the emergence of 
Zoroastrianism in Azerbaijan about 2000 years ago with 
this geological phenomenon. According to them, the 
name of the country "Azerbaijan" is also derived from the 
Persian word "Azar" meaning "fire". This ritual has been 
the most important pre-Islamic historical ritual in this 
region. 

  The final annual volume of gas emitted by all mud 
volcanoes in the Republic of Azerbaijan is estimated at 
about 20 million cubic meters per year. In 1964, the 
Turaghayi mud volcano ignited flames that burned for 
several years and released 500 million cubic meters of 
gas (Scholte, 2011). 

  The mud volcanoes of the Republic of Azerbaijan, 
usually outside the population centers, occur suddenly 
and in a short time. For this reason, it is not possible to 
observe them from the beginning to the end. With the 
exception of the "Lokbatan" mud volcano, which was 
studied by the Faculty of Science of the Azerbaijan 
Institute of Geology and its eruption lasted more than 20 
hours. Lokbatan is the name of an area 15 km south of 
Baku where camels have drowned in the past due to mud. 

  Mud volcanoes of the Republic of Azerbaijan vary in 
size and shape, but most of the mud volcanoes of this 
country have small cones or small mud outlets. These 
small cones are interesting and even have a beautiful 
view and cold mud, water and gas are coming out. 
Therapeutic properties (iodine, bromine, calcium, 
magnesium, organic acids and aromatic hydrocarbons) 
have been reported in these muds. This mud solution has 
no significant toxic substance (Scholte, 2011). 

 
4. New methods of identifying and analyzing mud 
volcanoes  
 

Geological researchers from the Republic of 
Azerbaijan have recently succeeded in using new 
methods to find mud volcanoes, and with these methods, 
they have identified buried mud- volcanoes in the 
southwest of the Absheron Peninsula. 

   These mud volcanoes were studied for 40 years at 
the Geological Survey of this country; but there were 
some doubts about this part of the science. There was no 
complete theory of the formation and mechanism of mud 
volcanoes, and no significant information was provided 
about buried mud volcanoes. 

  These researchers use a combination of wavelengths 
of images taken from the region with ASTER, InSAR, TM7 
systems as well as Hyperion method and spectrometric 
analysis method; they have identified mud volcanoes and 
have even succeeded in determining the percentage of 
mineral compounds in each of them. 

  As it has been determined, more than 90% of the oil 
and gas deposits of the Republic of Azerbaijan have mud 
volcanic structures; thus, newly discovered mud 
volcanoes can testify to the oil and gas content of these 
areas (Figures 2 to 6) (Scholte, 2003). 
 

 
Figure 2. Demonstrates the relationship between the 
accumulation of minerals in mud volcanoes and the 
wavelength in the ASTER imaging method (Scholte, 
2003). 
 

 
Figure 3. Representation of reflecting wavelength range 
of different groups of minerals in mud volcanoes in 
ASTER imaging method (after USGS) (Scholte, 2003). 
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Figure 4. Indicates the percentage of abundance of 
different minerals in each of the mud volcanoes located 
in the Republic of Azerbaijan (Scholte, 2003). 
 

 
Figure 5. Mineralogy map of Aktharma-Pashaly mud 
volcano located in the Republic of Azerbaijan (using 
ASTER images method) (Scholte, 2003). 
 

 
Figure 6. Matching two consecutive images of the 
Aktharma-Pashaly mud volcano (Figure A) using the 
InSAR technique (green and red lines in Figure B indicate 
the degrees of good matching and non-matching, 
respectively) (Scholte, 2003). 
 
 

5. Results  
 

- Mud volcanoes are among the natural phenomena 
that are caused by tectonic activities in the region and are 
consistent with fault structures and are morpho-

neotectonic signs that indicate the activity of the area 
containing them from a tectonic point of view. 

- These structures (mostly conical) are formed by 
the pressure of gases from hydrocarbon layers (oil and 
gas) and their reserves so that the lower clay and marl 
rocks are saturated and softened by groundwater or in 
the form of mud in have come; They are ejected, creating 
sometimes very large craters resembling volcanic craters 
(quasi-craters or craters). 

- Due to the special morphological condition of these 
structures, construction operations, especially 
permanent structures (such as power plants, dams and 
the route of lifelines such as oil and gas pipelines and 
related facilities) are not recommended at all and should 
be avoided. From the wastage of expenses and 
unfortunate events, the location of these complications 
should be carefully determined and studied using new 
methods. 

- Since mud volcanoes are among the obvious 
surface signs of the presence of rich hydrocarbon 
resources in the region (such as oil or sulfur springs or 
protrusions of bitumen and natural asphalt in the 
southern and southwestern parts of Iran), planning for 
studies comprehensive geology and geophysics are 
recommended to explore for oil and gas resources in 
such areas. 
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 Land surface temperature (LST) is one of the essential parameters of environmental science 
studies. In this study the land surface temperature of Ardabil city using a LST automatic 
calculator application was estimated with a single channel algorithm. for this purpose, Landsat 
5 and 8 satellite images on 2000/07/31 and 2019/08/21 were used. In order to validate the 
LST map of the application output in addition to the data of two meteorological stations in the 
study area, from the surface temperature of two ground stations that were recorded 
simultaneously with the satellite was also used. Finally using the LST map, hot spots analysis 
and hot and cold clusters of thermal islands of Ardabil city were extracted. Also, using the GEE 
web platform, the land use map of the study area with the RF algorithm was prepared. The 
analysis spatial correlation with Moran global indices showed the land surface temperature of 
Ardabil city has a spatial structure and are distributed in clusters. The results showed that the 
lowest surface temperatures to water areas, irrigated agriculture and residential areas are 
formed and thermal cores are mostly created outside residential areas in barren lands rainfed 
agriculture and rangeland. 

 

 
 
 
 
 
 
 

1. Introduction  
 

Land surface temperature is an important indicator 
for studying environmental changes and the energy 
balance of the earth Which can be used to monitor the 
temperature changes of cities (Stephens and L’Ecuyer 
2015). Urban areas continue to expand in population and 
built-up extent, with faster rates in developing countries 
(Nyamekye et al, 2020). its adverse impacts that include 
increased air pollution, surface urban heat islands and 
dust, significantly influence urban micro- and macro-
climate and affect urban environmental quality and 
human health (Heaviside et al, 2016). 

Remote sensing technology using satellite imagery 
can be a great help for managers and urban planners to 
study temperature conditions and land use changes in 
the past, evaluate current trends and ultimately predict 
and manage the future.  For instance, missions such as 
Landsat offer large archival data spanning as far back as 

1972 at reasonable and improved radiometric, spectral 
and spatial resolution, valuable for assessing both large 
scale and localized temporal and multi-temporal 
landscape and environmental patterns (Keramitsoglou 
at el, 2019). Recently, several studies around the world 
have been conducted on the formation of thermal islands 
and its effects on the urban environment. like the 
(Heaviside et al, 2016; Dutta et al, 2020; Zhao et al, 2021; 
Lee et al, 2021; You et al, 2021). 

In this study, an application was designed to 
automatically calculate the land surface temperature. 
Due to the large area of the study and the insufficient 
number of meteorological stations and in order to 
synchronize the validation data with the satellite transit 
time, In addition to surface temperature data measured 
at synoptic stations, land surface temperature was 
recorded at two ground stations at the same time as the 
satellite. 
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2. Method 
 

2.1. Study area 
 

Ardabil city is located in the geographical range of 
37 degrees and 55 minutes and 60 seconds to 38 degrees 
and 36 minutes and 27 seconds north latitude and 48 
degrees and 39 minutes and 20 seconds to 47 degrees 
and 48 minutes and 21 seconds east longitude (Figure 1). 
 

 
Figure 1. Location of the study area 

 
2.2. Methodology  
 
2.2.1. LST (Single Channel Algorithm) 
 

Only first letter of first word is capital, left aligned, 10 
font size, bold. It should be separated from the former 
paragraph with single line. 

The generalized Single Channel Algorithm was 
developed was developed for the purpose of extracting 
LST from a single thermal infrared band (Jiménez-Muñoz 
and Sobrino 2003). According to the algorithm, the LST 
is expressed as shown in Equations (1–8). 
 

LST = γ[ε−1(ψ1 Lsensor + ψ2) + ψ3] (1) 
 

γ = {
c2Lsensor.λ

Tsensor
2

[
λ4

c1

Lsensorλ + λ−1]}

−1

 (2) 

 
C1 = 1.19104 × 108(𝑊 ∙ 𝜇𝑚 ∙ 𝑚−2 ∙ 𝑠𝑟−1) (3) 

 
C2 = 1.43877 × 104(μm4 ∙ K) (4) 

 
δ = −γ Lsensor.λ + Tsensor (5) 

 
 

ψ1(ω.Ta) ≡
1

τ(ω.Ta)´

 (6) 

  

ψ2(ω.Ta) ≡ −Latm(ω.Ta)
↓ −

Latm(ω.Ta)
↑

τ(ω.Ta)´

 (7) 

 

ψ3(ω.Ta) ≡ −Latm(ω.Ta)
↓  (8) 

 
 

where ε and Lsenso  represent emissivity and thermal 
radiance, the γ   gamma calculated using Equation 2, C1 
and C2 Planck constant radiation coefficients, is δ equal 
to the delta obtained from equation 5, Lsensorλ and Tsensor 
are equal to the radius of the thermal sensor, respectively 
(10 band TIRS sensor and 6 band TM sensor and ѱ1, ѱ2 
and ѱ3 are atmospheric correction parameters. 
 
 
2.2.2. Spatial Analysis of the LST 
 

The geospatial dependence phenomenon is known as 
spatial autocorrelation, having a significant effect on the 
spatial distribution pattern of LST and the inherent 
driving forces utilizing statistical analysis. The global 
spatial autocorrelation analysis of this study is mainly 
based on Moran’s I, reveals the aggregation of LST spatial 
layout as a whole, and indicates whether LST has spatial 
autocorrelation as follows (equation 9,10 and 11): 
 

I =

n ∑ ∑ w ijZiZJ 
n

i=1

n

i=1

S0 ∑  zi2n
i=1           

 
(9) 

 

S0 = ∑ ∑ w ij

n

i=1

n

i=1

 (10) 

 

Zi =
i − E(I)

√V(I)
 (11) 

 
In general, if the value of the Moran index is close to 

+1 data have spatial autocorrelation and have a cluster 
pattern and if the value of the Moran index is close to -1, 
then the data are fragmented (Goodchild 1986). 

GetisOrd Gi* (hot-pot analysis) reveals the significant 
high-value and low-value clusters in the spatial region 
and identifies the spatial distribution of LST cold and hot-
spots in the region. Its formula is (Getis and Ord, 1992): 
 

Gi =
∑ WijXj − X ∑ Wij

n
j=1

n
j=1

S
√[n ∑ Wij

2 − (∑ Wij
n
j=1 )

2
 n

j=1 ]

n − 1

 
(12) 

 
where Gi statistic is a z-score. The higher the z-score, 

the tighter the clustering of hot-spots (high values). The 
lower the z-score, the tighter the clustering of cold-spots 
(low values). Here, Xi and Xj are the LST at the location of 
grid i and j. Wi,j is the spatial weight matrix, and X is the 
mean of LST. 
 



4th Intercontinental Geoinformation Days (IGD) – 20-21 June 2022 – Tabriz, Iran 

 

  116  

 

3. Results and Discussion 
 

Figure 2 shows the land surface temperature output 
maps using the 6-band TM sensor images and the 10-
band TIRS band of Landsat 5 and 8 satellites for 
2000/07/31 and 2019/08/21. In order to validate the 
accuracy of the output LST map of 2000, the surface 
temperature data of two meteorological stations were 
used and for the LST map of 2019, the surface 
temperature data of two meteorological stations and two 
ground stations were used and the result is shown in 
Table 1. 
 

 
Figure 2. LST maps in 2000 and 2019 
 
Table 1. Estimated LST difference with meteorological 
and ground station data 

LST 
map 

Station-1 Station-2 Station-3 Station-4 

2000 +2.5 -2   

2019 +1.3 +0.9 -1 -0.9 

 
To calculate Moran's correlation analysis, first the 

standard score of Z and P-value were calculated, the 
results of which are presented in Table 2. In the next step, 
the significance of Moran global correlation analysis was 
examined. Moran's global zero hypothesis states that 
spatial clustering is by no means formed between values. 
Based on the results of Table 2 and Figure 3, for both 
years the null hypothesis is rejected and confirms the 
existence of a relationship and spatial structure in the 
temperature values of Ardabil city. 

Getis-Ord-Gi statistics for 2000 and 2019 were used 
to determine areas with high and low value clusters and 
hot and cold spots and the results are presented in Figure 
4. 
 

Table 2. Output of Moran index 
p-value Variance 

 
z-score Expected 

index 
Moran 
Index 

date 

0 0.000003 540.443 -0.000005 0.8684 2000 

0 0.000003 540.289 -0.000005 0.8682 2019 

 
Figure 3. Graphic output of global Moran index for LST 
in Ardabil city 
 

 
Figure 4. Hot and cold spots of Ardabil city 
 

Figure 5 shows the land use map of Ardabil city, which 
has been prepared using the Random Forest algorithm in 
the gee platform with seven classes. to evaluate the trend 
of land surface temperature change, especially in the 
residential sector surface temperature profiles with a 
radius of 10 km are drawn around residential areas, the 
results of which are shown in Figure 5. The trend of the 
profiles shows that as the curve approaches the urban 
sector, the trend of the graphs gradually takes a 
downward shape. This trend of decreasing temperature 
in the urban sector reaches its lowest point and after 
passing this area, again due to rising temperatures, the 
upward trend. 
 
4. Conclusion  
 

The results of the study showed that the formation of 
thermal cores in 2000 was mainly in the northwestern 
parts and with a small amount in the northern and 
southern parts. while in 2019, the main thermal core of 
the city has been formed in the northern parts and with 
a lower percentage in the southeastern part, it seems that 
the main reason has been the disappearance of pastures 
in the northern parts in recent years. Also based on the 
values of Z and P and the value of the global Moran index, 
the land surface temperature in Ardabil city is 
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distributed in clusters and high and low temperature 
values tend to cluster. The results show the high 
temperature difference between the residential part of 
the region and other uses (agriculture, pastures and 
barren lands). Existence of agricultural lands with 
irrigated cultivation around the residential part is one of 
the main factors of low temperature in the central part of 
the region. 
 
 

 
Figure 5. Land use map and surface temperature profile 
around the residential area with a radius of 10 km 
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 Shabestar plain has been faced the phenomenon of gradual subsidence in recent years and it 
is one of the most important plains in East Azerbaijan province in terms of agricultural lands. 
In this research, the radar interferometry interferogram time series analysis was used in order 
to predict the subsidence centers of the plain and InSAR data of Sentinel 1as satellite was 
employed for measuring land subsidence in Shabestar plain with high spatial and temporal 
resolution in the period 2015-2019 and Adaptive filter was used to modify and refine the 
phase in each of the images. The result of radar interferometry showed a significant 
subsidence in the center and west of Shabestar plain with a subsidence rate of 24 cm in this 
interval. The subsidence level of groundwater level was about 16 m3 measured with Kriging 
tool. The spatial analysis technique and Moran index of 98% and P value of zero depicted a 
strong relationship between land subsidence and groundwater level. Unauthorized wells with 
more exploitation and consequent change of land use and geological conditions in this plain 
have increased the rate of land subsidence and implementation of the plans for reduction of 
the risks of land subsidence seems essential.  

 
 
 
 
 
 
 

1. Introduction  
 

In recent years, with domination of dry climate in 
most parts of Iran and concentration of increasing 
agricultural exploitation of drinking water and industrial 
groundwater resources have provided the necessary 
infrastructure for this phenomenon that is a serious 
crisis in many plains of the country.  

Shabestar plain is located in East Azerbaijan province 
in the north of Tabriz plain and on the southern slopes of 
Mishu mountain. This plain is located on 60 km from the 
city of Tabriz and is one of the 25 sub-basins of Lake 
Urmia “Fig. 1”. 

According to the USGS database, more than 100 
recorded subsidence factors are related to groundwater 
(USGS 2014). As a result of reaction to the quality and 
quantity of groundwater in the surface aquifer, two 
environmental phenomena of subsidence and settlement 
can be mentioned which are usually associated with the 
dissolution of bedrock and gradual sinking of the surface 
(Ford and William 2007). 

 
 

 
Figure 1.  Location map of the studied area in Iran 
 

The use of InSAR technique for detection and 
monitoring long-term movements has been well proven 
in the last decade for various types of landslides and 
subsidence due to its vast spatial coverage, high spatial 
and temporal resolution, operational capability and 
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weather conditions (Raucoles et al. 2020) ( Vietmeier et 
al. 1999). 

Since InSAR time series perform accurate mapping of 
land subsidence, the relationships between the 
geological fault subsidence and the groundwater level in 
the studied plain have been investigated to consider the 
evolution parameters of land subsidence. An 
interferogram is an image that contains a phase 
difference between two radar images that are 
geometrically recorded relative to each other (Daniel et 
al. 2003). 

Subsidence phenomenon can cause superficial 
morphological effects such as morphological 
irregularities, damage to man-made buildings, highways 
and streets, agricultural water supply network and 
subsurface effects such as reduced aquifer volume (Chen 
et al. 2010; Galloway 1998).  

If the site of subsidence is prone to other hazards such 
as earthquakes and floods, which can have catastrophic 
destructive effects, then monitoring the rate and extent 
of subsidence and measuring the changes and 
morphological effects in these areas can be an effective 
step in preventing and relative control of the 
phenomenon.  

Severe subsurface subsidence has caused various 
adverse effects in Shabestar-Sufiyan plain, including 
reduction of water reservoir and drying of a number of 
wells, reduction of underground water quality and the 
occurrence of subsidence or downward movement in 
some areas. 
 

2. Method 
 

For processing, radar interferometry method with 
artificial valve and InSAR radar interferometry technique 
and Sar Map software Envi 5.3 have been used.  

Differential radar interferometry calculates phase 
changes from two pairs of radar images taken at different 
times to quantitatively and qualitatively reveal these 
changes in the earth's crust (Ketelaar 2008). It was also 
used to remove the topographic effect from the USRS site 
SRTM digital elevation model.  

Adaptive filter was used to filter the differential 
interferometers obtained from the previous step and to 
improve the quality of the interferometers. Adaptive 
algorithms have been applied to various problems such 
as noise cancellation, echo signal prediction, channel 
equalization and compatible presentations. Also, due to 
the real-time auto-tuning feature, an adaptive filter can 
be used to track the behavior of maximum variable slow 
signals (Haykin et al. 2007). 

After phase correction and refinement of the results 
of interferogram by applying the phase-to-distance 
conversion factor, displacement rate maps were 
prepared in the period 2015-2019.  

In addition, the groundwater level data belonging to 
the studied area were compared and evaluated in order 
to find the causes of subsidence in relation to the 
groundwater water level obtained in the well. 

In this research, the use of SAR data of Sentinel S1a 
sensor in SLC form, uses polarization data of vv bands, is 
the slope angle and distance of azimuth meter. In 

addition, simulation of DEM topographic signal with 
coverage of the area has been used.  

Although the Sentinel 1A provides bipolar data 
sources, the vertical transmission / vertical reception VV 
and its cross-pole receive horizontal reception. VH 
provides better VV data (Clement et al. 2018) (Twele et 
al. 2016). 

 InSAR technology is capable of producing large 
maps of about 10000 km3 (Sun et al. 2016). The selection 
of SAR images, one as a master and the other as a slave, 
has been downloaded from the Sentinel images site, 
which interferes with the pairing of two SAR images.  

Calculation of the interferogram phase is done by 
the following equation: 

An interferogram is calculated by multiplying the 
amplitude of two images and the phase difference. 

Differences are created by distinguishing the phase 
value of two radar images obtained from different times 
in the same area (Karimzadeh and Ahmadi 2013). Some 
of these interactions have been selected to help the stack 
shift map (Wright et al. 2001) (Motagh et al. 2006) and 
(Walters et al. 2011).  

The resulting images must have approximately the 
same geometry to be able to use coherent interferometry 
pairs used to generate digital elevation models, mapping 
and monitoring the deformation of the earth (Zebker 
1992) (Gatelli et al. 1994).  

In this regard, a phase change of 2π is equivalent to 
a displacement of half the wavelength used by the 
satellite, which represents a complete French in the 
interferogram.  

The interferogram phase is created due to 
components such as orbital component, topography, 
displacement, atmosphere and noise that each of the 
parameters causes the phase change. 

Relative position of a number of the terrestrial 
events changes slightly between the two SAR images, 
which is independent of the baseline. Therefore, the 
signals received from the structures and the road surface 
lead to the loss of coherence and the difference between 
the two synchronous image pairs is less than the 
coherent of the pre-event pair images.   

 The difference between the two images pairs can be 
calculated for plotting the affected areas (Ishitsuka et al. 
2012) (Lu et al. 2018). These changes are resultant from 
subsidence, landslide and displacement of the faults. 

 After flatting d in the formula, interferometry phase 
interferogram will be according to following relation 
 

∆φ = −
4𝜋

𝜆

𝐵𝑛𝑞

𝑅 sin Ѳ
+

4𝜋

𝜆
 

 
The obtained interferogram from this step is called 

differential interferogram and the remained phase is 
basically the result of the earth crust changes. 

SRTM arc secdata topography with a resolution of 30 
meters along with GCP points was used to eliminate 
topographic and atmospheric phases. For selecting GCP 
points, the coherent areas with smooth topography and 
away from shifted areas were identified.  

In the last stage, the image was converted to the 
WGS84 global system and for analyzing its classification 
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in GIS software and its relationship with the 
groundwater level of the areas were determined. 
 
2.1.  Hydrograph Analysis 
 

The time series diagram of the level of piezometer 
wells in the region from 2015-2019 is also shown as a 
groundwater interpolation map using the Kriging 
method to show groundwater changes.  
 
2.2.  Geographical Balanced Regression 
 

Moran's index is an instrument in spatial self-
correlation analysis that analyzes the pattern of 
distribution of features in space with simultaneous 
consideration of location and the value of the desired 
feature.  
 
3. Results 
 

The results of processing on the images show 
subsidence of about 24 cm in the studied area “Fig. 2”. In 
order to study subsidence and its impact on the 
extraction of groundwater reserves in the part of 
Shabestar plain that has higher subsidence event has 
been selected as the studied area. The center of Shabestar 
and Tasuj plain has experienced the most subsidence and 
other areas have witnessed the occurrence of this 
phenomenon to a lesser extent. 
 

 
Figure 2. Map of Shabestar plain subsidence 
 

The research tries to find a relationship between 
exploitation of water from existing wells and the 
phenomenon of subsidence. “Fig. 3” shows the 
distribution of water exploitation wells and the level of 
groundwater. The highest density of exploitation wells is 
observed in the center of the region located in the 
western parts of the studied area “Fig. 3”. 

Spatial analysis of these two parameters was 
performed by having a subsidence density map and 
changes in water level. Examination of these changes 
confirmed the existence of significant clustering in the 
area. Clusters with high values correspond to changes in 
water level shifted with the occurrence of subsidence and 
clusters with low values confirm the slight correlation of 
changes in level with the occurrence of subsidence “Fig. 
4”. 

 
 

 
Figure 3. Groundwater water level map 
 

 
Figure 4. Adaptation map of groundwater level changes 
and subsidence occurrence density 
 

This analysis confirmed the Moran index of clustering 
subsidence under the influence of water changes in the 
studied area. The closer Moran index to one depicts the 
stronger cluster pattern. The results of the analysis of the 
present research indicated 0.98 for Moran index. On the 
other hand, the high standard score of Z and the low 
value of P-VALUE confirm the strong correlation 
between the studied elements, which in the present 
analysis are 477 and 0, respectively “Fig. 5”. 
 

 
Figure 5.  Moran index Processing 
 
4. Discussion 
 

Interferogram of Sentinel A1 images with coherence 
values of 0.2 and base line 82 was provided. The results 
of InSAR analysis showed that the highest amount of 
subsidence is about 24 cm, which occurred in 2015-2019. 
Groundwater level in relation to the results of subsidence 
of Shabestar-Sufiyan plain indicated the plain subsidence 
in parts where the use of groundwater and the density of 
exploitation wells in the region and the amount of 
drought and subsidence in these areas have been 
reported. 
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According to the region climate, the groundwater 
level fluctuations used by farmers in this area with 
agricultural land covers, irrigated agricultural lands and 
gardens around the area in the villages of Chelekhaneh 
Oliya, Ali Akbar Lou, Cheshmeh Kanan, Ghezeljeh, 
Cheshmeh Kanan Station, Gholmansarai and Sahlan 
Customs are important factors in land subsidence. 
 
5. Conclusion 
 

In recent decades, it has experienced population 
growth along with agricultural development and has the 
highest subsidence of 24 cm, which can be imaged from 
the Sentinel A1 satellite with v-v bands in summer, which 
is the best result considered for accurate monitoring of 
the ground by InSAR radar interferometry. Low 
precipitation in recent years and successive droughts, 
resource constraints, improper irrigation methods in the 
agricultural sector in the studied area along with 
inappropriate cultivation pattern have led to excessive 
digging of water wells in the area. This subsidence, which 
is mostly seen in agricultural lands, has endangered the 
expansion of sinkholes, lands and villages of Shabestar 
and Tasuj plains and by destroying agricultural and 
garden lands, destroying roads and communication and 
service facilities and trapping livestock have influenced 
the lives of the residents of this area and have other 
negative effects that require sustainable and principled 
management of resources and awareness of managers in 
this area for solving the problem of crises and basic 
planning of the area. 
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 Remote sensing and measurement methods have gained great importance in forest surveys, 
forest inventory, growth, and planning of assets in the last decade. In particular, it is important 
to obtain geometric parameters from dense point cloud data and estimate the diameter at 
breast height (DBH), which is a common parameter in forest inventory. In this way, "precision 
forestry" measurements come to the fore and leave traditional measurement methods behind. 
However, these processes are rather tedious and more complex than one might think. The 
accuracy of geometric estimations depends on the application of convenient methods. In 
estimating tree trunk diameters, 2D planar calculation of the diameter determinations of 
leaning trees is an important source of error. In order to eliminate this error, it is planned to 
prevent it with the robust principal components analysis (PCA) algorithm. For this purpose, 
the proposed methodology has been tested on simulation and real test datasets. The results 
show that the application of robust PCA algorithms prevents significant errors. 

 
 
 
 

1. Introduction  
 

The diameter of a tree at breast or breast height is one 
of the most important measurements made by forest 
surveyors and experts, and it is also commonly referred 
to as "DBH". Another important parameter is the tree 
height, which is important in calculating the wood 
volume. This way, forest inventory, and forest assets are 
calculated "precisely" with these correctly obtained 
parameters. A total evaluation is made with the number 
of trees in the stand with all these parameters. 

DBH measurements are measured from the tree's 
outer bark at a point close to approximately breast 
height. Breast height measurement is generally made at 
1.30 meters above the tree trunk. Ground extraction is 
also important in determining breast height, and it is a 
key parameter in measuring growth, volume, and forest 
wealth in different periods with DBH data evaluation. 
This parameter of breast height is a suitable technique 
for measuring a tree to facilitate field measurements. 

In forest management and inventory studies, forest 
practitioners applied formulations based on DBH to 
calculate growth, volume, and yield tables based on this 
parameter. There are traditional and modern techniques 
that can be used to measure the diameter of a tree(Fan, 

Dong, Chen, & Chen, 2020). The most commonly used 
device is to go near trees and use calipers, tape measure, 
or rope (Mokros et al., 2018; Reddy, Jha, & Rajan, 2018). 
Although these techniques have been used as the most 
accurate techniques from the past to the present, non-
contact measurement techniques have also been 
developed today. Image processing and point cloud 
methods have emerged as effective alternatives for 
calculating DBH (Gollob, Ritter, & Nothdurft, 2020a). 

On the other hand, this study is research to determine 
DBH measurements to be obtained from point clouds in 
leaning trees. The study was presented as a test both on 
a simulated cylinder and on a real data set. 
 

2. Method 
 

The methodology applied for DBH extraction from 
point clouds was carried out in 2 stages. The first of these 
is creating a cylindrical model and bending this model on 
the X-axis of 10 degrees with five different rotations. In 
the second stage, a 10 cm section is taken between 1.25 
and 1.35 m above the ground height, and the circle fitting 
process is applied. The same methodology was applied to 
terrestrial laser scanning data. After the principal 
component analysis (PCA) (Wold, Esbensen, & Geladi, 

http://igd.mersin.edu.tr/
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1987) application, the rotation of the cylinder, which was 
converted into a point cloud, was determined, and the 
effect of this leaning on the fitting of a circle and its 
elimination was performed with the circle fitting process. 
PCA is one of the most widely used multivariate 
statistical methods in practice. It is used to reveal the 
variation among the data and the subsets of the variables. 
The major axes of P point clouds are defined with their 
associated magnitudes v (eigenvalues) and λ 
(eigenvectors) (Burt, Disney, Calders, & Goslee, 2018). 
PCA is used to determine the basic axes in point cloud 
data and detect components in the field of statistics. PCA 
is highly sensitive to outliers, commonly encountered in 
point clouds. Outliers are classical measures of variance 
that increase excessively, and because the principal 
components follow the directions of maximum variance, 
they cause increased errors by outliers. A robust version 
of PCA has been developed. In this way, the principal 
components are defined in a structure that will not be 
disturbed by outlier noises. As a result, PCs are computed 
with reliable data, leaving out unreliable data (Varmuza 
& Filzmoser, 2016). 

All applications were carried out in the R program 
(Team, 2021), 3DReshaper (3DReshaper, 2020), and 
CloudCompare (Girardeau-Montaut, 2019) software. The 
proposed methodology is coded in the R program. 

 
2.1. Cylinder forming and leaning  

 
In forest measurements, some trees lean with 

different effects. The trunks of these trees, which should 
be perpendicular to the surface normal according to the 
topographical effect, can be leaning to the ground instead 
of perpendicular to the ground. In this case, the DBH 1.30 
circle fitting process from the point clouds is incorrect. 
After removing the cylindrical trunk, the leaning of this 
cylindrical trunk should be corrected. 

This situation was simulated with the 3DReshaper 
software program. It was produced as a cylindrical mesh 
model with a height of 3 m and a radius of 10 cm. The 
cylinder center is taken as (0,0,0). The mesh model is 
decomposed into point clouds at 1 cm intervals. 

This cylindrical point cloud was produced in 5 
copies with 10-degree inclinations around the X-axis 
(Fig.1). 

 
2.2. Pre-processing point cloud  

 
In order to determine the height of the cylinder 

point clouds from the ground, the ground plane was 
produced as a planar mesh model. In this way, the height 
of the tree trunk points from the ground can be taken. 
Since the bodies are assumed to be cylindrical, the noisy 
points must be filtered with the RANSAC algorithm 
(Schnabel, Wahl, & Klein, 2007), or a different noise 
removal algorithm can be used. After this stage, the point 
cloud section between 0.80 m and 1.80 m height values 
is taken on Z-axis, and the PCA algorithm is applied in this 
section. After the orientations are determined, the next 
step is the geometric parameter fitting phase.  

 
 
 

2.3. Circle Fitting (Späth)  
 
In order to extract the geometric parameters from 

the point clouds, the circle fitting process suggested by 
the Spath algorithm (Späth, 1996) was performed on the 
PCA de-rotation point clouds. X and Y coordinate 
information in point clouds are extracted from the las file, 
and a planar 2D circle fitting is performed. The fitting 
process in the planar and parametric form given below is 
performed in the given point clouds. 
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Figure 1. Cylinder forming and leaning 
 

The minimization function of the errors with the sum 
of the total orthogonal distances is applied. The following 
function is used for this. 
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where (a, b) represents the center coordinates of the 

circle, r represents the circle's radius, and z values 
represent the center angle values. First, z is eliminated in 
the circle model and put into a non-parametric equation. 
Moreover, it transforms into the following form. 
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All the calculations mentioned above have been 

implemented using the R conicfit package (Gama & 
Chernov, 2015). 
 
3. Results  
 

Radius values were obtained after PCA and Robust 
PCA application with circle fitting algorithms obtained at 
five angles and perpendicular to an original ground. The 
actual cylinder radius value is 10 cm. Fitting leaning 
cross-section values are named Raw data, PCA, and 
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Robust PCA. The original cross-section and curvature 
values of 10 and 50 degrees are called c0-c5. The circle 
fitting to c0, c3, and c5 data is shown in Fig.2. 
 
Table 1. Descriptive statistics of circle fitting results on 
the simulated cylinder dataset 

Statistics Raw  PCA Robust PCA 

Mean [m] 0.1799 0.0999 0.1002 

Median [m] 0.0871 0.0003 0.0003 

Sd [m] 0.1553 0.0999 0.1001 

 
In terms of descriptive statistical values, fitting a 

circle to the raw data yields very erroneous results 
(Table 1). 

PCA and Robust PCA, on the other hand, provided 
high accuracy in tenths of a millimeter for both methods 
on data that has been de-skewed. The deviation values 
are quite low. However, it should not be forgotten that 
this is a perfectly cylindrical data produced by 
simulation, and there are point clouds from every angle 
to form the circle (Fig. 2). In practice, it is obvious that 
such data is not very smooth.  
 

 
Figure 2. c0, c3, and c5 dataset circle fitting results at 
1.25 m and 1.35 m 
 

According to Fig.3, while PCA and Robust PCA 
methods produce results close to each other for all kinds 
of data, in the application of the circle fitting algorithm 
without using any leaning correction, the error rates 
increase linearly as the angles increase.  

In this research, terrestrial laser scanner (TLS)-based 
point clouds obtained from the real forest were analyzed 
in addition to the simulation dataset. The laser scanning 
device used is a static terrestrial laser scanner (TLS) 
(Focus3D X330, Faro Technologies Inc., Lake Mary, FL, 
USA) (Gollob, Ritter, & Nothdurft, 2020b). 

As shown in Fig. 4, the tree trunk was extracted from 
the point clouds. This data showed the importance of the 
Robust PCA application as it does not contain point 
clouds in every aspect like simulation data. 

According to the reference dataset of the test data 
owners, the DBH value of this tree, which is in the eighth 
plot region and tree id 80, was obtained as 20 cm in the 
field. In addition, it has also been investigated to what 
extent the circle fitting process would be affected if it was 
a leaning tree. 
 
Table 2. TLS point cloud data single-tree circle fitting 
and geometric results of radius 

DBH Reference  Raw  PCA Robust PCA 

R [m] 0.1 0.0813 0.0967 0.1019 

 
In TLS-based point cloud sections, the DBH value on a 

single tree was measured as 0.1 m in diameter and 0.2 m 
in the field as a reference (Table 2). The proposed 
methodology used a geometric estimation with a 
deviation of 1.9 millimeters, which means a relative 
difference of 1%. It has been shown that the proposed 
method achieves more relevant results as Robust 
compared to other raw and normal PCA implementations 
(Fig. 5). 
 

 
Figure 3. Fitting results of the three different methods on 
original and five leaned data  
 

 
Figure 4. A manually cropped tree from TLS data, a) all 
point cloud data with surface normals calculated, b) 
extraction of the cylindrical body structure according to 
the RANSAC algorithm, c) trunk with 10 degrees 
inclination in the X-axis 
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Figure 5. Single station TLS-based trunk point cloud 
circle fitting results a) raw data fitting, b) PCA rotated 
point cloud fitting, c) robust PCA based circle fitting 
 
4. Discussion 
 

In this study, circle fitting processes are complete for 
a single tree, and an important step is mandatory for 
forestry measurements. However, the study was carried 

out on the point cloud, which can be considered clear and 
very good, and based on a single tree. These methods also 
have certain limitations in real forest inventory 
measurements. Using the cylindrical and parametric 
model and TLS data used in this study, calculations were 
made on the trunk model with high accuracy on a 
noiseless stem. However, obtaining such high accuracy in 
hand-held laser scanners or noisy tree trunks is among 
the high possibilities, depending on the data structure. In 
addition, the complexity of forest structures, difficulties 
that may be encountered in individual tree detection, 
double trunk trees, etc., can be challenging. In this case, 
applying the proposed methodology to "easy" 
measurement point cloud data on a single tree basis and 
where the trunk points can be separated from the 
branches and leaves means that there may be limitations 
when faced with the mentioned situations.  

In geometric parameter estimation, the proposed 
methodology was able to detect with high accuracy by 
providing flexibility in point cloud data that do not 
represent full circles, which are frequently encountered 
in TLS-based point clouds. Especially in single station 
scanning applications in TLS data, there are deficiencies 
in the point clouds of trees at certain ratios and 
directions. Since the proposed methodology uses the 
Späth algorithm, a geometric circle fitting algorithm, it 
gives better results than algebraic algorithms. It 
evaluates all point cloud data of the body in the DBH 
estimation. In this way, when the pre-processed data is 
used, it achieves successful results in estimating the DBH 
parameters of the trees. 
 
 
5. Conclusion  
 

This study is aimed to extract DBH from point clouds, 
which is common use in forest parameters. The 
application of the robust PCA method to evaluate and 
eliminate errors in the DBH fitting process that occurs in 
the leaned trees in DBH extraction has ensured that this 
error is minimized. The proposed methodology has been 
tried to make DBH measurements caused by tree slant, 
which can be encountered frequently in forest 
measurements and be used in a more "precision" forestry 
measurement. The study has two different test data; It 
has been tested on the simulated cylinder and TLS-based 
data, with significant success.  
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 Building extraction from very high-resolution satellite images is an important task due to the 
various different usage of the extracted information such as population estimation, city 
planning, and disaster management. Manual extraction of the buildings is a labor-intensive 
task that is prone to human-induced errors ad mistakes. Index-based and classical machine 
learning approaches remain insufficient due to diversity in building geometries, changes in 
reflectance values, and similar properties with other objects. Recently deep learning-based 
approaches show promising developments and results for this task. Unet architecture is one 
of the most popular deep learning architectures for building extraction within the scope of 
semantic segmentation. This study aims to automatically detect buildings by using the Unet 
architecture. The Unet model was trained twice with the same hyperparameters and Resnet50 
backbone on 50 epochs initially with the Massachusetts building detection dataset and 
secondly with a combination of Massachusetts and Inria datasets to perform a comparative 
evaluation. According to the independent testing results with data from Massachusetts, Inria, 
Pleiades and Google Earth, both datasets provided satisfactory IoU scores ranging between 
0.71 and 0.89, except for the first dataset testing with Pleiades images that provide a 0.51 IoU 
score. 

 
 
 

1. Introduction  
 

Up to date building information has an important role 
in several applications such as population estimation, 
change monitoring, urban planning, smart city 
applications, map services, and disaster management, 
thus the extraction of building boundary lines from high-
resolution images has always been the main research 
topic for remote sensing research projects (Xie et al. 
2020). The emergence of high spatial resolution satellite 
images due to current satellite technologies made it 
possible to extract buildings from these images and to 
perform useful analyzes by using them in applications 
such as geographic information systems.  

The initial afford in building footprint extraction from 
satellite images was based on the spectral characteristics 
and geometric features of the objects on the image, such 
as spectral information, colors, textures, and geometric 
shapes, and algorithms were mainly designed as defining 
thresholds on these parameters to differentiate the 
buildings from their environment. With the recent 
advances in hardware and software environments, 
machine learning-based classification approaches have 

become popular. The main algorithms for this purpose 
can be listed as, K-means, support vector machines, 
random forest, adaptive boosting, and conditional 
random fields (Liu et al. 2018). The drawbacks of the 
above-mentioned methods are that they require a high 
degree of prior knowledge and parameter selection and, 
accordingly, require a significant amount of time and 
labor (Liu et al. 2020; Yang et al. 2020). 

In recent years, deep learning (DL) networks, 
especially convolutional neural networks, have been 
used frequently in remote sensing applications such as 
classification, change detection, artificial object 
detection, and extraction (Bakirman et al. 2022; Ekim 
and Sertel, 2021; Zhang et al. 2020). Over half a decade, 
the use of DL networks for building detection has 
frequently been encountered. In the study of Li et al. 
(2018), Unet and Deeplabv3+ architectures were applied 
to SpaceNet 2 dataset for the same purpose and their 
results provided that Unet is more efficient. Bischke et al. 
(2019) used SegNet architecture and Inria dataset for 
building segmentation and footprint extraction and they 
presented high IoU scores for different regions. Another 
study by Zhang et al. (2019) used Web-net architecture 
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on Inria and Wuhan University (WHU) datasets and 
could reach over 0.85 IoU scores.  

Inspired by the latest DL-based research for building 
extraction, this study aims to perform a comparative 
experiment to evaluate the effects of the training dataset 
on building extraction using DL-based approaches. 
Moreover, it presents independent testing to measure 
the extendability of the trained network in building 
extraction from different sensor data. 
 

2. Method 
 

In this study, Unet architecture with Resnet 50 
backbone was used for building extraction purposes. The 
Massachusetts and Inria datasets were used for training, 
while Massachusetts, Inria, Pleiades, and Google Earth 
data were used for testing.    

 

2.1. Data and preprocessing 
 

The Massachusetts dataset consists of 1500 x 1500 
pixel-sized 151 RGB aerial images of Boston with 1m 
spatial resolution. The footprints of the buildings for this 
dataset are extracted from OpenStreetMap. The Inria 
dataset includes 30 cm spatial resolution RGB aerial 
images with their label data (building – not building). The 
training and validation data of this dataset covers 
different cities, which makes the data suitable for such 
research applications. The test data used in this study 
includes 10 images from the Massachusetts dataset, 10 
images from the Inria dataset. Additionally, 10 images 
from 50cm spatial resolution Pleiades satellite images 
and 10 images from Google Earth were used for 
independent testing. Building footprint labels for 
Pleiades and Google Earth images were manually 
generated in the QGIS environment. 

This study uses the Google Colab and Kaggle 
platform to perform the analysis, thus all image sets and 
the label masks were cropped to create patches with 512 
x 512 dimensions in order to minimize the computation 
bottleneck. After this process, the datasets were 
augmented to synthetically increase the training data 
amount, which is proved to improve the learning 
performance (Roh et al. 2019). Data augmentation 
parameters applied via “albumentations” toolset are 
provided in Table 1. 

 
Table 1. Hyperparameter set used to train the Unet 
Resnet 50 model.  

Augmentation Method Parameters 
Horizontal Flip p: 0.5 
Offset and Scale 0.2 scale limit, 0.1 sliding limit, 

p:1 
Gaussian Noise p: 0.2 
Perspective p: 0.5 
CLAHE p: 1 
Sharpness Selection probability: 0.9, p:1 
Blurness Selection probability: 0.9, blur 

ratio: 3, p:1 
Random 

Brightness 
Selection probability: 0.9, p: 1 

Random Gamma Selection probability: 0.9, p: 1 
Random Motion 

Blur 
Selection probability: 0.9, p: 1 

Random Contrast Selection probability: 0.9, p: 1 
HSV Selection probability: 0.9, p: 1 

2.2. Model training and validation 
 
Within the scope of the study, the Unet segmentation 

architecture was used as the basic architecture. The U-
Net architecture is a semantic segmentation architecture 
proposed for biomedical purposes (Ronneberger et al. 
2015). The architecture consists of two phases. The first 
stage is the encoder stage and consists of convolution and 
max-pooling layers as in classical convolutional neural 
networks (CNN). In this layer, there are 3x3 convolution 
layers, followed by corrected linear unit (ReLu) 
activation functions, followed by max-pooling layers 
containing two 2x2 sized strides for downsampling. 
Feature channels are doubled at each downsampling. The 
second stage is the decoder stage and uses transposed 
convolutions for precise positioning. Transposed 
convolutions are used for up-sampling. These 
convolution layers are 3x3 in size and each convolution 
layer is followed by the ReLU activation function. This 
structure is called an end-to-end fully convolutional 
network, since it has no density layers and only 
convolutional layers, it accepts any size image as input. 

The python programming language and the Pytorch 
segmentation model library were used to implement the 
Unet architecture. The hyperparameters used to train 
Unet Resnet 50 are provided in Table 2. 

 
Table 2. Hyperparameter set used to train the Unet 
Resnet 50 model.  

Parameters Used Values 
Loss Function Dice  
Evaluation Metric IoU 
Optimizer Adam 
Activation Function Sigmoid 
Encoder Resnet50 
Pre Trained Weights ImageNet 
Batch Size 16 
# Epochs 50 
Learning Rate 0.0001 till 25th epoch,   

0.00001 after 25th epoch 

 
This study uses the intersection over Union (IoU) 

score metric to evaluate the model results. The IoU 
metric can be calculated as Formulae 1. 

 
        IoU = (TP) / (TP + FP + FN)   (1) 
 
Where TP represents true-positive, FP represents 

false-positive and FN represents false-negative 
extractions. 

 
3. Results  

 
When the model results are investigated, the highest 

score was obtained by the model trained with only the 
Massachusetts dataset and tested with the 
Massachusetts test set with a 0.8923 IoU score. On the 
other hand, the model trained with the Massachusetts + 
Inria dataset provided the highest scores for the 
remaining test sets (Table 3 and Table 4).  

The most critical stage of evaluation is to test the 
models with data that are not available in both training 
models. One of the aims of this study is to detect different 
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building types in images obtained from different 
satellites, with different resolutions, containing different 
regions. When the test data containing the images of the 
Pleiades satellite were examined, a 0.5123 IoU score was 
obtained only in the Massachusetts trained model and a 
0.7073 IoU score in the Massachusetts + Inria trained 
model. When the results on the Google Earth test images 
were examined, a 0.8393 IoU score was obtained in the 
model trained with only the Massachusetts dataset, and 
a 0.8144 IoU score in the model trained with the 
Massachusetts + Inria dataset. 

These results suggest that the model trained with a 
combination of two datasets provided more generalized 
performance across different image sources. Especially 
the improvement in building extraction from Pleiades 
image points out the advantage of training a model with 
data from different sensors for extendability 
requirements. 

In order to evaluate the model, it is necessary to 
examine and interpret the images as well as the scores. 
Fig. 1 provides visuals from the testing results of the 
study. In this figure, green circles represent the better-
extracted regions by the model trained with only the 
Massachusetts dataset and red circles represent the 
better-extracted regions by the model trained with 
Massachusetts + Inria dataset. When these visuals are 
interpreted, it can be asserted that both models provided 
similar performances for Massachusetts and Inria test 
sets, on the other hand, there is an obvious gain by 
training with the Massachusetts + Inria dataset for 
Pleiades images. For Google Earth test data, the model 
trained with only the Massachusetts dataset surprisingly 
provided better extractions.  

Another important aspect that should be considered 
here is that IoU values in the training phase and 
validation phase converged for the Unet model trained 
with only the Massachusetts dataset at the 50 epochs, 
while a 2 percent difference was observed for the model 
with the combined dataset, which indicates lower 
learning performance on a more complicated dataset. 

 
Table 3. Performance results of the Unet model trained 
with only the Massachusetts dataset  

Test #of 
image 

Encoder Dice 
Loss 

IoU 
Score 

Massachusetts 10 Resnet50 0.0626 0.8923 

Google Earth 10 Resnet50 0.0924 0.8393 

Inria 10 Resnet50 0.0846 0.8500 

Pleiades 10 Resnet50 0.3247 0.5123 

 
Table 4. Performance results of the Unet model trained 
with the Massachusetts + Inria dataset  

Test #of 
image 

Encoder Dice 
Loss 

IoU 
Score 

Massachusetts 10 Resnet50 0.0645 0.8796 

Google Earth 10 Resnet50 0.1044 0.8144 

Inria 10 Resnet50 0.0691 0.8742 

Pleiades 10 Resnet50 0.1766 0.7073 

 

 

 
Figure 1. Sample visuals from test results. Green circles represent the better-extracted regions by the model trained with 
only the Massachusetts dataset and red circles represent the better-extracted regions by the model trained with 
Massachusetts + Inria dataset
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4. Discussion 
 

When the metric scores and test images were 
examined as a result of all tests, it was found that the 
model trained with Massachusetts + Inria dataset 
provided improved performance with the same 
hyperparameters and architecture. As a result of this 
study, it is observed that improved results are obtained 
by increasing the training data. In addition, it may be 
possible to obtain better results by using different 
segmentation architectures and encoders. The increase 
in the number of parameters in different encoders and 
the extraction of different features can affect the model 
performance.  

It is obvious that there is a benefit in diversifying data 
sources, but it is also worth mentioning that this increase 
may not always have positive effects, as in the example of 
Google Earth images. This situation points out the 
importance of the test data set in examining the model 
results and that its diversity is of great importance for the 
interpretation and accuracy assessment of the model 
results. 
 
5. Conclusion  
 

This study evaluated the effects of the training dataset 
on the building extraction from very high-resolution 
remote sensing data by performing two experiments 
with different training data setups on the same Unet 
architecture. Trained models were evaluated across 
different test data setup two of which is completely 
independent and sourced by different sensors.  Results 
provided that the model trained by a combination of two 
datasets provided comparatively higher performance 
and more importantly the accuracy levels seemed more 
stable across different test data.  This finding points to 
the expendability of the model with combined training to 
be used in building extraction from multisensory 
datasets. 
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 Thanks to advancing computer technologies, computer programs are used in many fields 
instead of classical methods. Photogrammetry has become a technique accessible to many 
users, especially with the introduction of open-source software as well as commercial 
software. Thus, the use of photogrammetry in different fields is becoming widespread. In this 
study, a miniature statuette and calibration cube made of wood is modeled in 3D with Meshlab 
and Visual SFM, which are Open-Source software. On the other hand, the same small object is 
modeled in 3D using the commercial software Agisoft Photoscan and 3DF Zephyr. Accuracy 
analysis was carried out with the measured lengths on the models. RMSE was calculated as ± 
0.7 mm for Agisoft Photoscan, ± 5.3 mm for MeshLab and ± 1.5 mm for 3DF Zephyr.   

 
 
 
 
 
 
 
 

1. Introduction  
 

As computer vision algorithms and photogrammetric 
technologies are combined, procedures that automate 
the image-based 3D modeling process become more 
common. Photogrammetry's main goal is to create a 
three-dimensional model from terrestrial or aerial 
pictures (Duran and Atik, 2021). The open-source 
software and software enhanced over the last 25 years is 
one of the most essential factors that fasten this cycle. 
Today, Information is accessible at any time. Producing 
an application with the open-source software using this 
information, processes such as product and result 
analysis can be commonly improved and shared. Open-
source software attracts attention in many areas thanks 
to the freedom of use it provides, the freedom to interfere 
with the source code, and the freedom to use and 
distribute it free of charge. (Weber, 2004).   

In this study, a miniature figurine and calibration 
cube made of wood is modeled in 3D with Meshlab and 
Visual SFM, which are Open-Source software. On the 
other hand, the same small object is modeled in 3D using 
the commercial software Agisoft Photoscan and 3DF 
Zephyr. RMSE (Root Mean Square Error) and MAE (Mean 

Absolute Error) values were compared between the 
points determined on these 3D models obtained with 
Agisoft Photoscan, 3DF Zephyr, and Visual SFM + 
Meshlab. Finally, this software is compared with each 
other in terms of performance, ease of operation, 
processing time, and accuracy. 
 

2. Method 
 

2.1. Data used 
 

In this study, historical artifact figurine and wooden 
cube were modeled. A mobile phone camera (Samsung 
Galaxy J7) was used to obtain the images. The camera has 
a 3.7 mm focal length and 13 megapixels resolution. A 
total of 36 pictures were taken from around the object 
(Fig. 1). 
 
2.2. Software Used 
 

The VisualSFM program that was developed by Chang 
chang Wu, is a graphical user interface (GUI) application 
that provides 3D modeling with images using the SFM 
technique (Wu, 2011). 
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Figure 1. Captured photos. 

 
MeshLab is a 3D mesh processing software system 

aimed at organizing and processing huge unstructured 
meshes, with capabilities for editing, cleaning, healing, 
inspecting, rendering, and converting them. (Cignoni et 
al., 2008). 

Agisfot photoscan is commercial software based on 
SFM for point clouds, mesh models, DSMs / DTMs and 
orthophotos from images. (Agisoft, 2014). 

3DF Zephyr is commercial photogrammetry and 3D 
modeling software. It's a software suite that includes 
various post-processing tools for post-processing, 
measuring, 3D modeling, and content production. It 
enables for 3D reconstruction from photographs or 
movies by automatically removing frames and selecting 
the ones that are most suited for calculation. 
 
2.3. Camera Calibration 
 

The calculation of the camera's internal orientation 
parameters using the 3D coordinates of a point in space 
and the related picture coordinates is known as camera 
calibration (Song et al., 2013). Agisoft Lens software used 
as the first camera for the calibration. Photos taken 
chessboards to add chunk and add photos were installed 
by performing the steps respectively. Then the camera 
Calibration tool was opened and the calibration file was 
loaded, evaluated in Agisoft Lens software and saved in 
xml format (Table 1). This way, the camera type used was 
introduced to the program and calibrated. For 
calibration, 13 images were taken from different angles 
of the software's chessboard (Fig. 2). 
 

 
Figure 2. Agisof Lens Calibration Cheesboard 
 
 
 

Table 1. Camera interior orientation parameters. 
Parameter Value 
f 3.78 mm 
cx 0.074 mm 
cy -0.003 mm 
k1 0.362182 
k2 -1.96877 
k3 3.84656 
k4 -2.18084 
b1 -1.36718 
b2 3.77981 
p1 -0.00019 
p2 -0.00166 

 
2.4. Structure from Motion (SFM) 
 

The software based on the Structure-from-Motion 
(SfM) method, which uses photogrammetric principles to 
derive the 3D coordinates of an object by measuring the 
corresponding points between two overlapping photos. 
Contrary to traditional photogrammetry, SFM creates 
object geometry by autonomously resolving camera 
locations and orientation without the need of a target 
network with specified 3D coordinates. Camera pose and 
scene geometry are reconstructed in real time by 
automatically matching points in several photos, and 
camera positions and object coordinates are calculated 
using these points' coordinates (Duran et al., 2021). 
Initial values are iteratively improved by applying linear 
least-squares adjustment (Westoby et al., 2012). 
 
2.5. Experiment 
 

After calibration, 36 images were transferred to 
softwares for photogrammetric model generation. 
Images were matched to each other using automatically 
generated key points. The camera's resolution was used 
as full capacity and 60.000 was selected as the key point 
limit. Then, tie points were determined among the key 
points for matching, and thus, all images were aligned. 
The tie point limit is set to 10,000. The lengths on the 
cube were used to scale the model. The lengths were 
measured with caliper and defined on the software. Thus, 
it was ensured that the generated point cloud was 
formed on a real-world scale. Dense point cloud was 
produced by using the resulting sparse point cloud. In 
order to pass from the point cloud to the mesh model, the 
surface is passed through the points with interpolation. 
The model was produced literally by adding the texture 
produced from the images. All processes for Photoscan 
and 3D Zephyr have been completed via software. On the 
other hand, scaling and point cloud generation were 
performed in VisualSFM, then the model was produced 
by transferring the point cloud to MeshLab. The visual of 
the produced model is shown in Fig. 3. 
 
3. Results  
 

Mesh model generation and scaling have been 
completed in three software. The visuals of the produced 
models are shown in Fig. 4. 
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Figure 3. Produced 3D model and marked points. 
 

 

  
(a) (b) 

 
(c) 

Figure 4. Produced 3D models. (a) Photoscan; (b) 3DF 
Zephyr; (c) VisualSFM+MeshLab 
 

A total of 26 length were measured on the model. 
Absolute error was calculated as the actual values were 
measured with a caliper.  RMSE was calculated as ± 0.7 
mm for Agisoft Photoscan, ± 5.3 mm for MeshLab and ± 
1.5 mm for 3DF Zephyr (Table 2). 

Table 2. Comparison of reference lengths and accuracy 
analysis. 

 Absolute Error 

Length Photoscan 
(mm) 

VisualSFM 
(mm) 

3DF Zephyr 
(mm) 

1 -1 -1.1 0.3 

2 0.4 0.5 0.2 

3 1.7 2.2 2.6 

4 -1.2 -2.9 -1.4 

5 -1.1 -0.7 -0.3 

6 -0.5 -1.5 0.5 

7 -1 -1.1 -1.8 

8 -0.5 -0.3 0.5 

9 -0.3 -0.4 1 

10 -1.2 -2.1 -1.1 

11 -0.2 0.3 0.2 

12 0.2 1.4 0.4 

13 -0.7 5.6 0.9 

14 -0.2 3.2 -0.4 

15 -0.3 4 1.5 

16 -1.3 1.9 -3.4 

17 0.1 2.1 0.7 

18 -0.5 0.9 -0.4 

19 -0.8 1.1 -2.2 

20 -0.4 3.2 0.2 

21 -0.8 2.2 -0.3 

22 -0.5 4.2 -0.2 

23 -0.6 1.2 0.2 

24 -0.7 0.3 0.9 

25 0.2 -0.9 -0.2 

26 -1.5 -1.8 -0.7 

RMSE ± 0.7 mm ± 5.3 mm ± 1.5 mm 

 
4. Discussion 
 

In the studies carried out in the commercial software 
of Agisoft Photoscan, it is seen that the photos with 
regular cover rates give good results in the software and 
the 3D models formed are true to reality. Furthermore, 
as the number of photos used for the 3D model in Agisoft 
software is increased, it is seen that the model accuracy 
increases in direct proportion to the Tie Points and Key 
Points limit, but the processing time is extended and the 
unnecessary points occur. 

Although increasing the number of images increases 
the visual completeness and accuracy of the models, it 
prolongs the processing time. For this reason, an 
optimum balance must be achieved between the image 
capture parameters and the processing time. 

When Meshlab software, Agisoft Photoscan and 3DF 
Zephyr software were compared in terms of obtaining 
Texture Clothed Model and their performance, it was 
observed that Agisoft and Zephyr commercial software 
performed the processes faster. In contrast, in the 
Meshlab Open-Source Software, the processes were 
slower as they were done in steps and manually.   

Although the Dense cloud created in Visual SFM 
contains a lot of unnecessary points and as a result, the 
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defects occurring in the modeling made in Meshlab 
software are tried to be eliminated by filtering and 
cleaning processes 
 
5. Conclusion  
 

In this study, the performance of Open-Source 
Software is evaluated as an alternative to commercial 
software used in modeling small objects. The accuracy, 
convenience and processing times between 3D models 
produced with open-source software and 3D models 
obtained with commercial software are evaluated. In this 
study, Zeus miniature statuette and a calibration cube 
made of wood of a specific size are used as small objects. 
The photographs of the objects were taken from different 
angles and saved for 3D modeling. Photos are used to 
produce 3D models in Agisoft Photoscan, Visual SFM + 
Meshlab and 3DF Zephyr software. 

Even if Agisoft Photoscan and 3DF Zephyr are better 
than MeshLab and Visual SFM, which are Open-Source 
software in terms of ease of processing, shorter 
processing time and accuracy, Open-Source software can 
be used as an alternative to Commercial software as it is 
used and developed by many users. As more information 
is shared among users and the number of people using 
for photogrammetric purposes, the processing times of 
these software will be shortened, and their accuracy will 
increase. 
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 The need to study air pollution and its connection to human health is no longer a strange idea. 
Despite the fatalities and illnesses caused by COVID-19, the quarantines significantly 
decreased air pollution and deaths during this period. Today, satellites can monitor air 
pollution with great precision, and the research process has quickened, providing 
professionals with helpful information. This research analyzed six air contaminants using the 
Sentinel 5P satellite and the Google Earth Engine platform in Istanbul, Turkiye. January 2019 
to January 2020, as before COVID—the pandemic period, and January 2020 to April 2022, 
during and somehow after the pandemic period. The data revealed a notable upward trend in 
air pollution and pinpointed hot spots. It should be mentioned that the whole city is now 
affected by different types of air pollution. The issue has been exacerbated in districts like 
Fatih, bey, and Bayrampasa, where air pollution decreased during COVID's quarantine. 
Meanwhile, Asian neighborhoods of Istanbul, such as Kadikoy and Uskudar, have been 
identified as new hotspots where air pollution has also reached severe levels recently. 

 
 
 
 
 

1. Introduction  
 

Due to industrialization and globalization over the 
last several decades, air pollution has become one of the 
world's most significant challenges, threatening many 
elements of human existence, such as health, and directly 
influencing and triggering illnesses such as cancer. 
According to the World Health Organization (WHO), 90% 
of the world population lives in areas where air pollution 
exceeds the guideline and 4.2 million people die as a 
consequence. Air pollution consists of a spectrum of 
hazardous gases with varying concentrations, reflecting 
the extent of exposure to these pollutants (Moghimi et al., 
2020). The deterioration of public health produces 
several challenges for communities, including economic 
concerns and problems with the healthcare system, such 
as inadequate medical facilities (Kermani et al., 2017). 

COVID-19 is a sort of respiratory illness that might 
not be an exception to the impact of air pollution on 
diseases. COVID-19 pandemic resulted in extensive 
quarantines across the globe and also Turkiye, 
particularly in Istanbul which plays a vital role in the 
country, from the perspective of tourism attraction to 

industry and education. The first case of COVID patient 
was recorded in Turkiye on March 10, 2020, and it 
reached its first peak in April 2020 with more than 37000 
daily new cases. As a result of the infection peak, the 
government enacted several quarantines to combat the 
rising mortality. Turkiye’s president officially announced 
the first public closure from 26 April to 17 May 2020.  

Many forms of air pollution might be specified. The 
first kind consists of exhaust fume pollutants such as 
Nitrogen dioxide (NO2), Sulfur dioxide (SO2), Carbon 
monoxide (CO), and Carbon dioxide (CO2). The second 
category of pollutants is those produced by the 
interaction of water, temperature, and sunlight with the 
first type, which includes ozone (O3) (Moghimi et al., 
2020). In addition, the relationship between COVID-19 
and CO2 concentration in an area's environment has been 
established, and CO2 concentration has a protracted 
effect on humans' health (Mehta et al., 2020). These air 
pollutants cause cardiovascular disorders, high blood 
pressure, and diabetes, which are underlying conditions 
for respiratory diseases such as influenza and COVID-19. 
NO2, a pollutant of the first kind that leads to respiratory 
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illnesses, generates second-type pollutants such as ozone 
and nitric acid (Huang et al., 2018; Shin et al., 2020). It 
was demonstrated by (Li et al., 2021) that significantly 
decreasing the number of cars leads to NOx reduction. 
However, (Wang et al. 2020) note that considerable 
reductions in emissions would not prevent severe air 
pollution in China when meteorological conditions are 
adverse. Formaldehyde (HCHO) may also be formed from 
automobile gasoline; however, the use of tobacco in 
homes, the combustion of wood, and the use of natural 
gas in industrial areas are its principal sources. If this 
material is in the air, a person will have a cough, runny 
nose, or watery eyes. Since June 2011, formaldehyde also 
has become a compound known to cause human cancer 
(US Department of Health and Human Service). 

Remote sensing using satellite data and images 
appears to be a viable tool for monitoring air pollution. 
Additionally, they are free and straightforward for 
people to use and process. Satellites such as Sentinel-5P 
with the TROPOMI onboard sensor presented vast data 
by viewing the whole planet multiple times. Google Earth 
began storing Landsat satellite data in 2008 and built an 
open-source cloud or internet platform (Shami et al., 
2021). The Google Earth Engine (GEE) platform has 
collected data from satellites such as Landsat and 
Sentinel to benefit users. This platform can effectively 
handle metadata, eliminating the requirement for a 
powerful processor when dealing with vast amounts of 
data. Environmental research necessitates acquiring 
brand-new technology and techniques for data 
processing that can combine many disciplines, such as 
location or remote sensing data, on a worldwide scale. 
The GEE benefits in this sector give a mix of images that 
can be quickly arranged and filtered to make them user-
friendly (Ghasempour et al., 2021). (Vafa et al., 2021) 
studied air pollution in the Khuzestan province of Iran 
during the COVID-19 pandemic and revealed how partial 
quarantine led to a decreasing pattern of various types of 
air pollution. 

 This study aims to explore the effects of COVID-19 
quarantines on air pollution in Istanbul, particularly 
nitrogen dioxide, using remote sensing technology. This 
paper represents the first step of a bigger environmental 
investigation of Istanbul's air pollution. NO2, SO2, CO, 
HCHO, O3 percentage, and Aerosol Indexes, referred to as 
particulate matter (PM2.5), were retrieved from Sentinel-
5P data packages using Java scripts written in the GEE 
IDE environment. The observation period extends from 
January 1, 2019, to April 30, 2022, corresponding to 
the time before and following the epidemic.  
 

2. Materials and method 
 

This research focuses on Istanbul, located at 41° 0' 
49.82" N, 28° 56' 58.78" E. (Figure 1). Istanbul, one of the 
most important cities in Turkiye's northwestern region, 
has an estimated 5,343 km2 with more than 15 million 
people population and plays a critical role in Turkiye. Its 
climate may be described as the transitional 
Mediterranean; in reality, it has cold winters, but 
otherwise, it has Mediterranean characteristics: autumn 
and winter are the wettest seasons, while summer is 
bright and sunny. GEE is the fundamental technology 

used to implement remote sensing technologies. The 
Code Editor, a web-based Integrated Development 
Environment (IDE) for creating and executing detailed 
data using Python or JavaScript, was utilized to perform 
the technique. The GEE data catalog has been updated 
with Copernicus Data, allowing users to access random 
data using its explorer. Table 1 summarizes this 
research's data-related information (GEE Catalogue). 
 

 
Figure 1. Study Area, Istanbul, Turkiye 
 

Figure 2 depicts the main phases of the employed 
approach. The picture also depicts the temporal and 
geographical distribution of air pollution in 
Istanbul from 2019 to 2022, before, during, and after the 
COVID-19 epidemic, using data taken from the Sentinel-
5P satellite on Google Earth Engine. 
 
Table 1. Tropomi Data Information 

 
 

 
Figure 2. Project process flowchart 
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3. Results and discussion 
 

Significant results of the study are presented for 
each parameter. Besides thematic maps and charts that 
show the daily changes in Nitrogen Dioxide are 
presented in Figure 3 and Figure 4 respectively. Figure 3 
depicts the average levels of Nitrogen Dioxide in 2019, 
2020, and 2021, from low (white) to very high (black), 
using themed maps. According to the thematic maps 
given in Figure 3 and the diagrams in Figure 4, it is 

evident that, despite a declining trend in 2020, the NO2 
concentration in Istanbul will increase in 2021. The dark 
patches are recognized as hotspots. 

As shown in Figure 3, a2, and c2, the amount of 
nitrogen dioxide pollution in hotspots fell in 2020, 
increased in 2021, and surpassed its former levels in 
2019. Despite this, the rise in air pollution is visible in all 
parts of Istanbul, necessitating immediate preventative 
action. 

 

  

(a1) (a2) 

 
(b) 

  

(c1) (c2) 
Figure 3. Comparative Average Nitrogen Dioxide in Istanbul for the years 2019, 2020, and 2021. 
 
4. Conclusion  
 

In this study, with the aid of Sentinel 5P satellite 
imagery and Java programming in the IDE of the GEE 
platform, six types of pollution in the Istanbul of Turkiye 
from 2019 to 2022 were studied. Summarizing all cases 
can be concluded that most parts of Istanbul are affected 

by NO2. Fatih, bey, Bayrampasa, and neighbor districts 
have been identified as hotspots. It can be logically 
understood that all the hotspots are affected by different 
types of pollution due to the number of cars and 
industries in the region. Similar to previous studies, this 
study could point out that the emergence of the COVID-
19 could reduce air pollution mortality. It can be noted 
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that satellite studies can be done faster, and it is better to 
repeat the air pollution at regular intervals for all regions 
of the country. In the continuation of this study, data 
retrieved from the ground bases of air pollution 
purification, wind velocity, air temperature, and the 
number of patients in various Istanbul neighborhoods 
could be analyzed. Using the AHP method and co-kriging 
interpolation, and despite comparing Google Earth 
engine results with ground bases, there is a significant 
relationship between wind intensity, air temperature, 
increasing pollution, and the number of patients with 
respiratory diseases such as Covid 19 could be defined. 
 

 
Figure 4. Comparative dynamics of monthly Nitrogen 
Dioxide values from a) 1 January 2019 to 1 January 2020, 
b) 1 January 2020 to 1 January 2021 c) 1 January 2021 to 
1 January 2022 
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 The purpose of this research is to identify the key factors affecting the land use that changes 
in the forest area of Fondoghlo. At the beginning of the research, 19 factors are designed in 
forest that use in various economic, social, natural and political dimensions in a 19-19th 
dimension questionnaire and provided experts to weigh from numbers 3 to 0, with three 
highlights. The effect and effectiveness of variables were analyzed directly and indirectly in 
MICMAC software. Finally, eight effective factors were determined in changing the forest use 
of the Fondoghlo area. At last, among the key factors of land use, distance from the village and 
population, cutting and harvesting, vegetation, motivation for agriculture to residential and 
height are the most important key factors in the future of the region's system. after that with 
the opinion of experts and solutions were designed in three favorable, static and critical 
spectrum.  and after the final confirmation a questionnaire was designed and re-addressed to 
the research experts, which was used to weigh the numeric between 3- and 3+ Used, and 
finally the results were entered into the wizard scenario software and the result was obtained 
in three spectres, 2 favorable scenarios to strong scenarios 5 scenarios and 275 poor 
scenarios, and ultimately scenarios are achieved as favorable scenarios in three rating 
spectres Of these, seven scenarios were selected as the most desirable scenario for planning 
for the future of forest use and in line with its protection. 

 
 
 
 

1. Introduction  
 

Forest is one of the most important and valuable 
natural resources that is urgent   in the world for 
environmental balance (Bell 2003). Deforestation, 
especially in developing countries, is the largest threats 
for biodiversity protection from carbon watershed and 
storage (Kramer et al. 2004; Hansen et al. 2013). The 
reasons for deforestation come from several local stimuli 
and regional scales related to human population for 
example growth, politics, technology, and cultural norms 
(Hesenama 2002; Gist and Lambin 2005). the differences 
are the result of interaction in space and time in human 
and biological-physical dimensions. Therefore, it also has 
works on natural and social land (Veldkamp and Verburg 
2004). Land use changes are mainly influenced by large 
scale factors such as global economy and climate issues, 
and issues such as demographic changes and local 
policies, along with the factors, have a decisive role (Geist 
and Lambin. 2006). And including climate change, water 
and soil and the loss of environmental diversity, which is 

the largest concern of today's population. Therefore, the 
management and monitoring of the negative 
consequences of changing land coverage for the 
continuation of essential resources production has 
become an important issue. Performing land use 
researchers for researchers and politicians around the 
world over time is very necessary (Mishra 2014; Li 
2011).  In a dynamic space system, by changing the forces 
and stimulus processes, another challenge is that the 
design of integrated systems to deal with uncertainty 
about the future process that has no historical 
background is a constant challenge to create models that 
are directly planned to plan. And environmental 
management is related to (Paegelowa 2013). One of the 
right tools of the future architecture in terms of 
uncertainty and in terms of our world is full of surprises 
of various instruments is the scenario planning. Scenario 
planning is a method for future paradigms that have been 
developed in response to the main challenges of the 
present age, such as the instability of the future 
environment, the presence of magnes and the future of 
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deep uncertainties (Volkery 2009). Futurist futures is an 
appropriately approach to defining strategic 
development priorities that are systematically 
discovered by combining elements .2012 Weber). One of 
the most common means of futurism is to climb by 
entering the arena of a cytological approach from the 
1960s. Theodore Gordon and Alfa Helmar also raised the 
analysis of structural effects, interactions in 1966 and an 
analysis of the interactive structural effects method for 
analyzing the probability of occurrence of a subject in a 
set forecast. The probabilities of this issue can be 
adjusted with judgments of the potential interaction 
between the subject, with the judgments of the potential, 
the interaction between the predicted issues. Planning 
based on scenario is a systematic way for creative 
thinking about uncertain future and possible (Peterson, 
2003). The purpose of this scenario is based on the 
probable future and purpose of making scenarios, reveal 
the dominant trends. and possible data rupture is the 
competitive environment of the future (Goodet et al. 
2008). (1994 Gordon). In their research examined the 
factors affecting the urban future and economic factors of 
social impact on deforestation (Benzhaf and Lowry 
2010) in an article entitled Can Land Taxes Prevent 
Distribution? Using demographic data and land use 
information and examines the Pennsylvania city pattern 
those taxes can reduce land. Taghi Lou (2018) examines 
the changing scenarios of rural areas of Qala-e-Dehstan-
Urmia with the aim of determining land use change 
scenarios. Mick Mac software and Scenario Wizard 
software were used to analyze the data.  Lands were in 
that place. 

Rostami Kia and Sharifi (2017) examined the causes 
of Fandoghlo Forest's change in the world's largest forest 
storage, and the conversion of forest and rangelands into 
agriculture, deliberate and unusual fire and cutting of 
trees from the main factors influencing the destruction of 
the forest of Fonaxel they said. 1399, Mozhgan Arasteh et 
al), with the futures approach to identifying the status of 
the metropolitan resilience system of Mashhad with a 
futuristic method with MICMAC and SCENARIO WIZARD 
software, identifying key factors and analyzing Mashhad 
metropolitan patterns. According to studies, further use 
of future research methods with urban issues has not 
been associated with environmental planning and 
research forest which is considered to be a research 
innovation. This research aims to identify the factors 
affecting the change in forest use of Fandoghlo and the 
analysis of the probable status of forest jungle changes in 
the wizard scenario in 2025. 
 

2. Method 
 

2.1. Study area 
 

The studied area is the tropical trail of tropical 
forests of Guilan province, located 25 kilometers 
northeast of Ardebil city to Astara and 10 km from the 
city. The study area is 1322 to 2345 meters in terms of 
height from sea level. Fadoghlo Ardabil Forest in 
Geographical Coordinates 38° 29' 4.70" Up to 38° 9' 
16.75" North Width and 48° 40' 32.55" E up to 48° 32' 
84" Has been placed. The area of the study area 

179/3288 Kilometer. It is 32 kilometers from its area 
(Valizadeh Kamran et al, 2021). 
 

 
Figure 1. Study area 
 

2.2. Data used  
 

The data used in the present study is descriptive in 
terms of purpose, user of nature. The necessary 
information was collected based on the nature of the 
research in two libraries and questionnaires. To collect 
data and identify the initial variables.  after examining 
the various studies of decorated and colleagues, 1399 on 
average, with 30 questionnaires in Among specialists, the 
average results of about 20 completed questionnaires in 
Mac MIC software (structural analysis of the severity of 
influence and relationships that exist between factors. In 
the next round, the Delphi method of the questionnaire 
was designed in the form of structural analysis.  those 
were experts and a slight weight between zero and three, 
which is zero as a non-impact, three with high impact, 
two and one, with moderate and low impact, which 
occurs on average with 30 questionnaires among 
specialists. The mean results from about 20 
questionnaires completed by experienced professors 
specializing in this field, the factors of the Organization of 
Natural Resources and Watershed of Ardabil and the city 
of Namin, PhD students and Masters in MICMAC software 
(structural analysis) are severely influenced and 
relationships between There are factors and factors that 
have high impact were extracted as key factors. 

In the next step, after identifying key factors, by 
importing them in the Scenario Wizard software, system-
compatible scenarios in a range of the most desirable 
conditions may be presented within the framework of 
the moderate, desirable and disaster scenarios. 
 

3. Results  
 

3.1. Justifiability Stability analysis 
 

In the previous stages, with the average examination 
of expert theories, the results for extracting key 
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propellers entered the Mick Mac software based on the 
number of input matrix input variables 19*19, with the 
results of matrix stability in Table (1) it has been shown. 
The degree of desirability and optimization of the 96% 
impact matrix\r and 99% and the impact is 98% and 
100%. 
 
Table 1. Results of the direct effects of the Mick Mac 
matrix 

Ingredient Number 
Dimension matrix 19 

Number of Iteration 2 
Number of 1 36 
Number of 0 114 
Number of 1 130 
Number of 2 81 

Number of all 325 
Percent of Fill Homes 90 

 
3.2. Indirect Impact and Impact Assessment (MDI) 
Evaluation Results (MII) 
 

The relationships between variables in MICMAC 
software provide two types of graphs and analyzes, one 
direct impact and other indirect effects on each other. 
The dispersion analysis of variables is based on direct 
and indirect effects. The dispersion of variables around 
the influence-effectiveness indicates the status of the 
system because in stable devices and the role of each of 
the factors is clear; But in unstable systems, the situation 
is complex and variables are distributed around the 
diagonal axis. Due to the dispersion of variables in Figure 
(1), the system of the study area was considered unstable 
system (figure on the right). 
 

 
Figure 2. the shape of the unstable system key factors 
affecting forest land use change in Fandoqhlo region 
 
3.3. Before situations for key factors 
 

Previous situations for general factors in the previous 
stage were determined using a structural analysis 
method in Mac software software. Out of the total 19 
primary factors influencing the future of the use of the 
forest area of the forest area, 8 factors were selected as 
key factors, but at this stage, research scenarios should 
determine the first step in defining probable situations; 
Therefore, with theoretical studies on each of these 
factors and also the opinion of experts for each of these 
key factors, three conditions in the desired, neutral and 

undesirable spectra were defined. It is the change of use 
of the forest. Possible situations for each factor are 
different from other factors and the only common feature 
between them is the existence of a range of favorable to 
unfavorable situations. is the situation in front of each of 
the key drivers of possible situations for screenwriting 
(Table 2). 
 
Table 2. Results of the key facture 

Row Variable 
Direct 
(MDI) 

Variable 
Indirect 
(MI) 

1 land use 696 land use 745 

2 
Herbaceous 

covering 
680 

Herbaceous 
covering 

648 

3 Visitator 538 

Number of 
the 

households 
(population) 

632 

4 

Motivation to 
change from 

agricultural to 
residential 

583 slop 
 

599 

5 
Village of 

Space 
567 Fire point 538 

6 
Outage and 

Removal 
567 slop 551 

7 
Number of 
households 

(population) 
551 

Number of 
households 

(population) 
551 

8 High 534 Variable 534 

 
 

After analyzing the analysis of the structural analysis 
of the results, there are eight key factors in three 
different situations: he proper solution for each of the 
situations was collected in a questionnaire of experts. 
The questionnaire was designed and available to experts. 
Experts with the plan that if any of the 24 situations 
occur, what impact does it affect? To complete the 
weighted questionnaire between 3 and 3, the effect of 
each situation on the system identified the system. 
Finally, the results of analysis were analyzed and 
accompanied by probable determinants entered the 
Scenario Wizard software. Results from analyzing 
analysis in scenario software.  
 
3.4. The results of the analysis in the scenario 
software 
 

In general, the results of analysis are subject to 3 
scenario categories: a) Strong scenarios: 5, B) Baccaladic 
scenarios or high compatibility scenarios: 27 and c) 
Weak scenarios: 275. 
 
3.5. How to categorize scenarios 
 

The nature of the software scenario software is its 
nature as the dimensions. In these meanings, it seems 
reasonable and between strong limited scenarios and 
poor scenarios are, scenarios with compatibility one.  
The distance in a fact is the expansion of strong scenarios 
as a unit towards weak scenarios. 
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Table 2. Results of the key facture 
Key factors of possible situations 

Land use(a) 

Favourable  : Coordination of organizations and government agencies not to issue any permits 
for land use change 

Static : Preserving current landscapes 
Undesirable and critical: Lack of monitoring and unprincipled use of applications 

Herbaceous covering (b) 
Favourable : Cut down dried trees and rehabilitate them by planting 

Static:  Maintain the status quo 
Undesirable and critical: Inability to manage crisis in the region (such as fire) 

Visitator 
(c) 

 

Favourable:  planning to develop and preserve the natural landscape 
Static : Continuation of the current situation 

Undesirable and critical: development of recreational facilities without ecotourism 
empowerment 

Motivation to change from 
agricultural to residential 

(d) 
 

Favourable: Establishment of production workshops and greenhouses with the cooperation of 
local people and under the supervision of Jihad Keshavarzi 

Static: if necessary and with minimal environmental degradation 
Undesirable and critical: selling to local investors (non-permanent residents) and non-locals 

due to financial needs of residents 

Outage and Removal 
(e) 

 

Favourable felling and harvesting: Cutting down dried trees and planting and rehabilitating by 
planting 

Static : Creating integrated agriculture 
Undesirable and critical : cutting down forest trees for agricultural development 

Height (f) 
Favourable  : protection of vegetation and trees of the slopes and its non-plowing 

Static  : Optimal use of environmental capabilities for optimal production 
Undesirable and critical: Destruction by overgrazing of slopes 

Village of distance 
(g) 

 

Favourable Determine the buffer or privacy for the development of the village and determine 
the pattern appropriate to the environment 

Static Support plans for the livelihood of local people and reducing the pressure of destruction 
Undesirable and critical development of the village into forested areas 

Number of households 
(population)(h) 

Favourable :   Failure to issue a construction permit for a non-resident population 
Static :  : Continuation of normal growth process 

Undesirable and critical  : Lack of supervision and neglect of village development 

 

 
Figure 3. How to select compatibility scenarios 1 from a 
multitude of scenarios (Zali 2009). 
 

Strong scenarios derived from the scenario of Wizard 
based on this feature, the possibility of increasing the 
domain of strong scenarios may be possible and 
therefore with a unit of increase that the standard unit 
increases this domain based on the software is 23 logical 
scenarios for planning and policy was obtained. 

Analysis of selected and probable scenarios for the 
future of the forest use of the Fandoghlo Ardabil region 
that according to the previous explanation of 27 
scenarios, as the most probable scenario for the future of 
the Change Forest District, was evaluated by wizard 
scenario software. These scenarios are also derived from 
the occurrence between the status of each of the factors 
in relation to the status of each factor that the occurrence 
of a situation on the probability of occurrence by 
strengthening and empowering other situations or even 
limiting other situations. The impact can have the main 
base of the formation on scenarios that require the same 
time as they are known the scenario table. The possible 

situations clearly show the scenario and the key factor to 
facilitate understanding of the scenario and weight 
conditions. The desired and undesirable page of this page 
was divided into three situations based on key factors 
status and defined by specified colors. 
 
Table 4. Defining the concept of colors, numbers and 
situations on the scenario page 

Feature status color rating 
Optimal 
approach in 
order to 
protect the 
process of 
forest land 
use change 

Optimal green 3+  

approach 
Continue the 
current trend 

static yellow 1 

Critical and 
undesirable 
approach in 
order to 
protect forest 
land use 
change 

Critical and 
undesirable 

red 3-  

 
3.6. Poor scenarios 
     

24 * 24 cross matrix obtained in 275 scenarios. These 
scenarios, which are unlikely to occur, were not logical to 
analyze, and a large number of them were omitted from 
their analysis. Analysis of high compatibility scenarios 
(believable scenarios). 
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3.7. Scenarios analysis whit Strong Adaptability  
 

Analysis of data related to different situations with 
the advanced scenario software has evaluated the 
probability of occurrence of 27 scenarios more than 
other scenarios. These scenarios are interconnected 
between the status of each of the factors associated with 
the status of each of the factors are no longer extracted 
that happening The situation on the likelihood of 
occurrence or strengthening and empowering other 
situations, or even limiting other situations that can be 
the main base of the formation of scenarios, which 
requires simultaneous factors and complex situations 
that can be analyzed from mind and the human ability is 
out and only smart processors are able to analyze their 
simultaneously.  According to the previous explanation of 
27 scenarios as the most probable scenario for the future 
of changing, the forest area is evaluated by Vizard 
Scenario Software as you seen clearly depending on the 
scenario and key factor Gives to facilitate understanding 
of the scenario page and Weight of favorable and 
undesirable conditions on this page statements of key 
factors to three situations as described the following was 
divided and defined with specific colors. Results from the 
analysis of wizard scenario provided that a combination 
of purposes especially static and desirable situations in 
scenarios. In general, 216 situations for 27 scenarios 
have been identified that 89 of these 216 cases are 
defined in favorable condition, which form 41% of these 
scenarios. 116 cases and status of 27 scenarios based on 
the number of replicates of the 3 spectra for each static 
status scenario with 46% scenarios. They have had an 
undesirable scenario of 26 cases with 12 percent of 
scenarios, which figure 4 also shows the frequency of 
scenarios status. 
 

 
Figure 4. Graphic representation of the frequency of 
each of the three optimal, static, and critical states 
 
Table 5. Scenario status table guide 

Static Unfavorable Favorable 

S U F 
 

Prioritizing each scenario according to the results of 
Table 4-31 based on the number of each situation is 
calculated compared to the numerical sum of eight key 
factors with multiplication of 100 and the status of each 
scenario is marked with the star sign. According to the 
results of the first, second and sixth scenarios and Tajiri 
scenarios. The desired process of the future in line with 
the forest changes in the area of the Fandoghlo (Namin) 
region shows that the scenario results are not quite 

optimal and 100%, but 75% are acceptable for the 
desirability of a scenario, and this is the reason for the 
score of the scenario, but the scenario 21 quite static and 
there is not any good or bad feature. 
 

Table 7. Determine the status of each scenario based on 
the triple spectrum 

scenario a b c d e f g h 
s1 F S F F F U F F 
S2 F S F F S U F F 
S3 F S F S S U F F 
S4 S S F S S U F F 
S5 F S F S S S F F 
S6 F S F F S S F F 
S7 F S F S S S F F 
S8 S S F S S S F F 
S9 F S F S S U S F 
S10 F S F S S U S F 
S11 F S F S S U S F 
S12 F S F S S S S F 
S13 S S F S S S S F 
S14 S S F S S U S F 
S15 F S F F S S F S 
S16 F S S F S S F S 
S17 S S S F S S F S 
S18 S S F S S S F S 
S19 S S F S S S F S 
S20 S S S S S S F S 
S21 S S S S S S S S 
S22 S S S F S S S S 
S23 S S S F S S S S 
S24 s U S F S U S S 
S25 S U S F S U S S 
S26 S S S F S U S S 
S27 U U U U U U U U 

 

Table 7. Determining the optimal, static and critical 
states in each scenario 

Scenario 
number 

Frequency 
situation for 
each scenario 

Percent Situation 
final 

 F S U F S U F S U 
s1 6 1 1 75 13 13 * - - 
S2 6 1 1 75 25 13 * - - 
S3 4 3 1 50 38 13 * * - 
S4 3 4 1 38 50 13 - * - 
S5 4 4 0 50 50 0 * * - 
S6 5 3 0 63 38 0 * - - 
S7 4 4 0 50 50 0 * * - 
S8 3 5 0 38 38 0 - * - 
S9 3 4 1 38 50 13 - * - 
S10 3 4 1 38 50 13 - * - 
S11 3 4 1 38 50 13 - * - 
S12 3 5 0 38 63 0 - * - 
S13 2 6 0 25 75 0 - * - 
S14 2 5 1 25 63 13 - * - 
S15 4 3 1 50 38 13 * * - 
S16 4 4 0 50 50 0 * * - 
S17 2 6 0 25 75 0 - * - 
S18 2 6 0 25 75 0 - * - 
S19 2 6 0 25 75 0 - * - 
S20 1 7 0 13 88 0 - * - 
S21 0 8 0 0 100 0 - * - 
S22 1 7 0 13 88 0 - * - 
S23 1 7 0 13 88 0 - * - 
S24 1 7 0 13 88 0 - * - 
S25 1 5 2 13 63 13 - * - 
S26 1 6 1 13 75 13 - * - 
S27 0 0 8 0 0 10 - - * 

FSU

Series1 8910026
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40
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The desired future trend in integrate changes forest 
user changes. They are quite desirable and 100% in the 
scenario results is not observed, but 75 percent for the 
desirability of the scenario is acceptable and this is the 
reason for the score of the scenario shows, but 21 
scenarios are completely static and there is no desirable 
and negative feature, and scenario 27 that all its features 
are in critical state and 100% will occur in the event of 
destruction and change. In general, it can be concluded. 
Most scenarios obtained to manage stable user change 
the forest of the Fandoghlo area is in the middle. This 
indicates that in the planning area and there is no 
coherence. Sustainability conditions of the area with 
attention to the rapid changes today in all areas of 
existence it can cause an incorrect action become the 
critical situation of the region and if attention and 
systematic planning in the desired status area to see 
acceptance. 
 
3.8. Grouping and scenario analysis 
  

Grouping and analyzing scenarios a total of 27 
incredible scenarios can be divided into three groups 
according to Table (7), each of which groups with several 
scenarios almost common features and Low difference in 
one or more situations of 8 key factors are that these 
groups are as follows desirable  
 
Favorable scenario: including first, second and sixth 
scenarios. It is almost identical in terms of rank lack of 
licensing to change applications, planning sustainable 
development of tourism and protection natural 
landscapes of the region, determining the privacy for the 
future development of the village proportional to the 
environment  returns of agricultural lands around 
villages, lack of Issuing construction permits for non-
resident population  permanent, creating workshops and 
total manufacturing homes with with the collaboration of 
local people and agricultural jihad, increasing 
coordination between local people and organizations, 
creating integrated agriculture and increasing interest 
but preventing agricultural production and destruction 
Forest, optimal use of environmental resources for 
optimal production and change of use if necessary. 
 
Static scenarios: all three to 26 scenarios except sixth 
scenario that is desirable and has features natural 
population growth, coordination of organizations and 
governmental organs of not being licensed for changing 
user, determining the privacy and future growth pattern 
fits the environment, continue the current  
trend, planning for sustainable tourism development, 
land use change in the event of necessity and with the 
minimum destruction of the environment  integrated 
agriculture and cutting  harvesting of tree, bushes near 
the forest development of culture protection  vegetation 
covering area of forest trees and  vegetation of slopes and 
lack of plowing it cut off dry trees and resuscitation with 
seedlings, lack of supervision and  disregard to the 
development of the village and there is  too much sliver  
and the development of the village into the forest areas. 
 

Undesirable and critical scenario: where 27 scenario 
That's all the negative elements.  they cutting the trees 
Forest and digging tree plants for development 
agricultural land and inability to organizations in district 
crisis management, forest destruction and loss of 
vegetation and agriculture region of non-monitoring or 
disregard to the development of the village, too much 
sliver and the development of the village into the forest 
areas.  
 

These three groups represent the overall trend 
framework forest changes status for the horizon of 2025 
in the study area. 
 

 
Figure 6. The importance of key factors in the 
composition of scenarios 
 
Table 8. Ranking of key factors based on the triple status 
of 27 scenarios 

Situation key 
factor in 27 

scenario 

Mean Key factor 

47 1/6 land use 
21 0/7 Herbaceous Covering 
57 1/9 Tourist 
39 1/3 Motivation to change from 

agricultural to residential 
23 0/8 Village of  Space 
15 0/5 Outage and  Removal 
48 1/6 Number of households 

(population) 
51 1/7 High 

 
According to the results of Table (8) key tourist 

factors, households, distance the village and land use 
were identified as the most influential or golden factors 
in the process of forest use change in the horizon of 2025. 
In fact, the sustainable future of forest use change 
depends on how these factors are managed and planned 
systematically. 
 
4. Discussion and conclusion 
 

Protection and maintenance of natural and 
environmental cause resources require systematic and 
prospective reviews. Due to the rate of destruction of 
natural resources and changes in land cover, due to the 
effect of different factors over time and human 
interference, it has led to natural environmental 
instability; Therefore, identifying the factors affecting 
environmental changes can be effective for conscious 
planning in order to protect and sustain the region's 
system. This research was conducted with the aim of an 
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overview and identifying factors affecting the use of 
Fadoghlo Regional Media, which to choose its effective 
factors and weighing. The peripheral scanning method 
and structural analysis of bad use in this regard 
questionnaire to dimensions 19 was designed and 
completed by expert experts. Then, according to the 
weight obtained, their relationships were decomposed in 
the micrograph software environment, resulting in key 
factors of cutting, harvesting, height and distance from 
tourist village, the motivation of people to change from 
agriculture to residential in the category of influential 
variables they got. Then for each of these factors the 
overall three situations were defined in desirable, 
neutral and undesirable spectra. These probable 
situations are for the future of the study area of the study 
area, which is the base of the scenario for the future of 
forest use. In the next step, possible situations were 
provided to experts as a questionnaire to choose the 
most appropriate solution and in the round last due to 
eight key factors and three possible matrix conditions 
with dimensions: experts based on weight 

and the influence of each situation on the system 
identified the system finally obtained the results of the 
analysis and with probable determinant situations. In 
general, the results of Scenario Wizard software analysis 
in Floy's strong 27 belief scenarios or high adaptation 
scenarios and 75 poor Narives. To facilitate the 
understanding of the scenario page and the weight of the 
desired and undesirable conditions of this page, 
according to key factors, three specified states were 
defined and based on the rank of each of the factors in 
direct influence that these factors play an effective role in 
this region in the future. They play that land use variables 
have the highest rank as a key factor, namely any change 
in work. the expansion of human construction areas can 
affect the environment. These eight key factors in 
different natural, physical and empathy dimensions were 
determined as an effective key factor in changing the 
forest use of the Fadoghlo region that  manages these 
factors in different dimensions will have a direct impact 
on the sustainable development of this forest area and 
also for each of these key factors, liberation was 
presented by experts who are among the social factors, 
population changes are the most important factor 
affecting anabestani to change land use that matches the 
results. In (2020) and Jafariaarasth et al, the ultimate 
scenarios for the future of the space system of the region 
were obtained for sustainable management and 
development.  This area can have a favorable effect. 
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 Climate change will have an especially negative impact on the Mediterranean region in the 
twenty-first century. Rising temperatures and more severe droughts will have an impact on 
precipitation patterns and, as a result, on water resources. The temperatures in the 
Mediterranean region are expected to rise +3 to 5 °C by 2100. The water-poor countries are 
likely to be the most affected by 2100, and rainfall is likely to decrease by 20–30% in the 
countries to the south of Mediterranean. Against these challenges, countries invest in large 
irrigation projects to increase welfare and to alleviate economic disparities within regions. 
Lower Seyhan Irrigation Project (LSIP) in southern Turkey is such a project initiated for 
hydro-energy, irrigation, drainage and flood control. This paper evaluates the adaptation 
capacity of the Lower Seyhan Irrigation Project area to the future climate change as a case 
study. The case study reflects the outcomes of the Turkish Japanese bi-lateral project entitled 
“Impact of Climate Changes on the Agricultural Production System in Arid Areas - ICCAP”. The 
surface temperature may increase by 2.0 °C to 3.5 °C respectively by 2070. The total 
precipitation will decrease by 25% in the LSIP area. 

 
 
 
 

1. Introduction  
 

Over the last century, rainfall has decreased 
throughout the Mediterranean region. The impact of 
climate change and temperature increases has received 
the majority of the recent attention paid to global 
warming or the greenhouse effect by relevant sciences.  

Adana region -located on the eastern Mediterranean- 
with it fertile lands and abundant water resources play a 
foremost role in Turkish agriculture. It produces, for 
example, 55% of total maize and 60% of total citrus 
production of Turkey. Its farmers are one of the most 
productive and efficient as well as modern, eager to 
adapt to new technology. Average yields are one of the 
highest in Turkey. The farmers of this region can and do 
compete with farmers of richer nations in terms of 
quality and quantity. 

Large scale irrigation projects increase food and fiber 
production, improve welfare and also alleviate economic 
disparities between developed and underdeveloped 
regions, thus providing social and economic justice. 
Lower Seyhan Irrigation Project (LSIP) located in 
central-south Turkey on Eastern Mediterranean initiated 
in the late 1950’s is a pioneer in Turkey’s huge scale 
irrigation projects. Considered as one of the most 

progressive and exclusive investments the country has 
undertaken, LSIP is a multipurpose project put into 
operation for irrigation, drainage, flood control and 
hydroelectric energy production. 

In spite of all the positive achievements, LSIP just like 
other huge scale irrigation investments also have many 
shortcomings and deficiencies. Determining the 
strengths, accomplishments as well as degree of 
realization of the irrigation project’s initial objectives, 
weaknesses, failures, insufficiencies and project’s 
limitations, therefore, are of utmost importance in the 
planning, implementation and supervision of such 
intended projects. Such an evaluation may help shed light 
for future irrigation and drainage investments elsewhere 
in the country and thus improve the performance of 
large-scale public irrigation projects. With this objective 
in mind, this study was undertaken to assess the 
performance of irrigation and drainage systems in LSIP 
under Impact of Climate Change on Agricultural 
Production) project which is a multidisciplinary 
cooperative research project with Japanese (RIHN, 
Research Institute for Humanity and Nature, Kyoto, 
Japan) and Turkish (TUBITAK, Turkish Scientific and 
Technical Research Council, Ankara, Turkey) scientists. 
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2. Projection of air temperature and precipitation 
 

Climate change in the Seyhan basin was projected by 
Yano et al. (2007) as part of the ICCAP project. They 
revealed variations of annual mean temperature and 
precipitation collected from four GCM-based models for 
111 years from 1990 to 2100 in Adana are shown in Fig. 
1 as the difference from 1990 – 2004 mean. Four models 
tested are: CGCM2 model of Canadian Center for Climate 
Modeling and Analysis (CCCma), ECHAM4/OPYC3 model 
of Max Planck Institute für Meteorologie (MPIfM), 
CGCM2.2 model of Meteorological Research Institute 
(MRI) and AGCM + CCSR OGCM model of Center for 
Climate System Research and National Institute for 
Environmental Studies (CCSR/NIES). The MRI data are 
not available at the IPCC web-site. The inverse distance 
weighted approach was used to calculate these statistics 
for Adana using predicted values at the four nearest 
surrounding grid points. Annual temperature increases 
gradually. According to the linear regression equation, 
averaged surface temperature is estimated to increase by 
3.1-8.6 ℃ over the period of 1990 to 2100. The 
CCSR/NIES and MRI results show the highest and lowest 
increases, respectively, among the four models. Although 
annual precipitation denotes noticeable variations year 
by year, it is not likely that it will have increased in the 
future (Yano et al. 2007). 
 

 
Figure. 1. Projections of air temperature and 
precipitation difference from 1990 – 2004 mean (Yano 
et. al., 2007). 
 

Figure 2 illustrates monthly fluctuations in potential 
evapo-transpiration from a reference crop (ETref) to 
represent the atmosphere's evaporative demand. ETref 
was calculated with the Penman-Monteith equation 
based on the GCM and RCM data and the observed data. 
Calculated potential ET from the different climate data 
shows the similar monthly variations with the air 
temperature variations. Because potential ET is the most 
important parameter for predicting water demand, it's 
assumed that using the original GCM and MRI data will 
yield incorrect findings (Yano et. al. 2007). 

 
Figure. 2. Calculated reference ET from the GCM, MRI 
and observed data (Yano et. al., 2007). 

3. Water Balance Change Due to Global Warming  
 

Table 1 and Table 2 show the average values and 
standard deviations of the water balance components for 
the periods of 10 years beginning in 1994 and ending in 
2070, as well as biomass, grain yield, and growing 
duration for wheat and second crop maize, respectively. 
Since CO2 concentration in 2070s is estimated to 
increase up to doubling concentration under SRES A2 
scenario, calculations were done for under doubling CO2 
concentration condition. In doing calculation, the percent 
change in acclimatized photosynthesis rate was assumed 
to be +27% and +4% for wheat and maize, respectively 
(Cure and Acock, 1986). It is well-known that actual ET 
decreases considerably due to stomata closure under 
elevated CO2 concentration (e.g. Ainsworth and Long, 
2005; Yano et al. 2007). 

For the period 2070-2079, the percent change in 
transpiration for wheat and maize was reduced by 17 
percent and 26 percent, respectively (Cure and Acock, 
1986; Yano et al. 2007)). Comparison of calculated actual 
ET between the current climatic condition and the future 
for the GCM, MRI and CCSR/NIES data shows the 
decrease of 28%, 8% and 16%, respectively for wheat 
and 24%, 28% and 26%, respectively for maize, 
reflecting the different rises in air temperature in the 
future (Yano et al. 2007).  

The evaporative demand of the atmosphere will 
increase as the temperature of the atmosphere rises in 
the future. However, decrease in actual ET for both wheat 
and maize shown in Tables 1 and 2 can be attributed to 
reduction of growing days and LAI due to temperature 
rise and transpiration reduction due to stomata closure 
regardless of increase in evaporative demand (Yano et al. 
2007). 
 
Table 1. Predictions of the combined effects of projected 
climate change with elevated air temperature and 
doubling CO2 concentration with transpiration reduction 
due to stomata closure for wheat (Yano et al. 2007) 

 
 
Table 2 Predictions of the combined effects of projected 
climate change with elevated air temperature and 
doubling CO2 concentration with transpiration reduction 
due to stomata closure for maize (Yano et al. 2007) 

 
 
4. Description of Lower Seyhan Irrigation Project 

(LSIP)  
 

LSIP area is located on the southern part of Turkey on 
the eastern Mediterranean (Figure 3). Seyhan Plain is the 
largest and the most important deltaic plane in southern 



4th Intercontinental Geoinformation Days (IGD) – 20-21 June 2022 – Tabriz, Iran 

 

  149  

 

Turkey. This important project covers an area of 204,000 
ha of which 174,000 ha is irrigable. The area is bordered 
by the Mediterranean Sea on the south, by the foot hills 
of the Taurus Mountains on the north and by Berdan 
River on the west and Ceyhan River on the east. The area 
is divided in two parts by the Seyhan River which flows 
from north to south through the plain. The part between 
Seyhan and Berdan Rivers is known as "Seyhan Right 
Bank" or "Tarsus Plain" with a completed irrigation 
network for 64,400 ha, and the other part located 
between Seyhan and Ceyhan Rivers is called "Seyhan Left 
Bank" or "Yuregir Plain" with a completed network for 
68,200 ha. The average slope varies between 1% and 
0.1% from north towards south. 

LSIP area with its fertile lands and abundant water 
resources plays a foremost role in Turkish agriculture.  It 
produces, for example, 55% of total maize, 60% of total 
citrus and 25% of total watermelon production of 
Turkey.  Favorable climate conditions permit cropping 
year around allowing both single (wheat, corn, cotton, 
soybeans, onions, potatoes, melons, etc.) and double 
cropping (usually corn or soybeans after wheat harvest 
in late May or after onion harvest in April). Note that 
wheat is seldom irrigated, it is mainly rainfed. 
 

 
Figure 5. Map of Turkey (Seyhan Basin in box), Seyhan 
Basin and LSIP 
 
5.  Climate Change Adaptation of The LSIP Results  
 

ICCAP's General Circulation Models (GCMs) reflects 
snow storage and stream runoff in the Seyhan Basin are 
likely to decline in the future (2070–2100) due to a 
warmer environment (Fig. 3) (Kanber et al. 2019). The 
LSIP considers three future scenarios: (a) Land and 
water use will be the same as now, (b) Adaptation 1: land 
and water use will be under low-investment conditions, 
and (c) Adaptation 2: land and water use will be under 
high-investment conditions. Figure 3 illustrates that in 
the current climate, the maximum snow water equivalent 
(SWE) is around 0.4 Gt, but in the future climate, it will 
drop to 0.1 Gt. The yearly evaporation rate for the Seyhan 
delta (irrigated region) is over 800 mm, requiring nearly 
500 mm of irrigation water during the hot and dry 
summer growing season. As a result of the decreasing 
snow cover, these areas will be exposed to greater 
shortwave sunlight (albedo effect), which will lead to 
higher evaporation in the spring. According to Fujinawa 
et al. (2007), more energy will result in a shorter crop 
maturity period, but the amount of irrigation water 
required will rise due to higher evaporation demand 
during the growing season and lower soil moisture at the 
start of the growing season. According to the results 
given by Tezcan et al. (2007), the decrease in the mean 

annual snow storage is about 14.56 km3 in the warming 
up period. The major decrease will occur in Aladağlar, the 
south-east slopes of the Erciyes and the north of the 
Göksu Basin. Reduced snow storage will have an impact 
on spring discharge in the Zamanti and Göksu Basins, 
which feed the Seyhan River. 

Similarly, future inflows will be far lower than current 
levels. Furthermore, the drops in inflow expected for 
April, May, and June will be higher than those predicted 
for the other months, and the peak monthly inflow will 
occur earlier than it does now, resulting in a drastic 
reduction in inflow. Fewer flood events are estimated to 
occur during the warm season, when the decreased river 
flow may lead to water scarcity in the LSIP area 
(Watanabe 2007). However, Tezcan et al. (2007) have 
reported that the months for peak flow will be the same 
in both the present and warm up periods using the Mike-
She simulation program. 
 

 
Figure. 3 Total snowfall in volume equivalent to water 
(Gt) (left) and the changes in Seyhan River flow (right) 
predicted from different models of MRI (red), CCSR 
(green) and present (blue). Source Fujinawa et al. (2007: 
56) 
 

The reliability index, defined as the ratio of water 
supply to water demand, is a measure of whether or not 
water demand can be met by a reservoir's supply or the 
degree of water scarcity. Currently, the dependability 
index is around 0.4, indicating minimal water stress; 
however, in the future, it will vary from 0.4 to 0.7 for 
Adaptation 1 (high water stress) and 0.5–1.0 for 
Adaptation 2 (very high-water stress) (Fujinawa et al. 
2007). As a result, the reservoir volume in the future and 
Adaptation 1 will be lower than it is now, and the 
reservoir will be devoid of water in a few circumstances. 
Based on the precipitation estimates of the MRI and CCSR 
models, the dam reliabilities in the future and Adaptation 
1 will change from 0.95 to 1.0. In Adaptation 2, the 
reservoir is frequently empty and reliability ranges from 
1.0 to 0.7 according to future data projected by the MRI 
and CCSR models (Kanber et al. 2019). 

Climate change, on the other hand, is expected to 
reduce the water budget elements in the warm-up period 
compared to now. The CCSR climate data reveal a greater 
decrease than those of the MRI data. Reduced 
precipitation limits the decline in actual 
evapotranspiration. During the warm-up phase, 
precipitation may drop by 29.4% (MRI) and 34.7 percent 
(CCSR), reducing river flow by 37.5 and 46.4 percent, 
respectively. As a result, groundwater recharge in the 
Seyhan Basin will drop by 24.7 and 27.4%, respectively. 
The majority of the springs in the basin will become dry 
due to the decline of the groundwater level below the 
spring level. 
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Climate change will have a significant impact on 
groundwater supplies in the LSIP area. Reduced Seyhan 
River recharge will result in a reduction in subsurface 
recharge to the LSPP area from higher elevations in the 
north of the region. The change in groundwater storage 
in the LSIP area as a result of climate change. The most 
major effects are a decrease in recharge at higher 
elevations and an increase in abstraction due to surface 
water resource constraints. As the head degrades, salty 
water will infiltrate the LSIP area. In the case of a 50% 
increase in the groundwater abstraction in the warm-up 
period of 2080, the seawater intrusion will reach 10 km 
inland (Tezcan et al. 2007). At the same time, 
groundwater salinity in the LSIP area's coastal zone will 
reach 25% of the seawater composition. 
 
6. Conclusion  
 

Implementation of Lower Seyhan Irrigation Project 
has increased agricultural production considerably, 
thereby affecting the livelihood of many people in a 
positive way. However, introduction of irrigated 
agriculture has also brought problems related to 
irrigation, drainage and high-water tables due to 
inadequate management and excess water use. 
Evaluation of LSIP reveals that expected full productivity 
has not been realized yet and that this huge investment 
has many shortcomings which should be monitored 
carefully and closely in order to shed light for similar 
future investments. Water should be considered as an 
important and valuable input through effective measures 
and should be efficiently utilized by the users. Volume 
based water charges should be preferred over area-crop 
basis for conserving this valuable commodity. 

The conclusion of this chapter, based on the research 
and modeling studies indicated above, is that agriculture 
in the LSIP area may be impacted by future expected 
climate change. Precipitation in Adana is expected to fall 
by 42–46 percent by the 2070s. The reduced 
precipitation would primarily occur throughout the 
winter. To deal with the dry winter, irrigation would be 
required in the early spring for tree crops and vegetables. 
In addition, as a result of the predicted climatic change, 
irrigation demand would rise and the irrigation season 
would lengthen. As a result, the LSIP may need to adjust 
crop and irrigation management in order to react to 
situations where water is scarce. The LSIP features two 
large-scale reservoirs as water sources upstream. 
Climate change-related decreases in river discharge 
would entail determining a resource-wise adaptive 
capability. The 30,000 hectares of increased irrigation 
expansion in the Phase IV area, on the other hand, will 
result in an additional water shortfall in the future. 

In addition, effective changes in water consumption 
and irrigation system management should be made to 
improve the LSIP area's adaptive capacity to climate 
change. The gravity water distribution system should be 
converted to a closed system, and emergency measures 
to avoid erosion and sedimentation in the water basin 
and water storage buildings should be performed. As a 
result of this work, high levels of efficacy in terms of 
water supply and utilization would be achieved. 
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 Land consolidation is one of the most important means of rural development practices.  In 
order for land consolidation studies to successfully achieve rural development-oriented goals, 
they must be carried out “with the feature and content that responds to the expectations in 
the most appropriate quality”. In this study, the effect of the land consolidation and on-farm 
development projects, which were implemented and approved in two separate units in the 
Manyas district of Balıkesir province of Turkey, on rural development was examined. As a 
result of land consolidation, it was determined that the average size of the parcels in the study 
areas increased, the average number of parcels per enterprise decreased, all parcels benefited 
from the transportation and irrigation system, the parcel shapes were made suitable for 
modern agriculture, the amount of border area loss decreased and public investments were 
made without paying any price. 

 
 
 

1. Introduction  
 

Today, the continuous increase in the world 
population increases the importance of soil and water, 
which are limited natural resources. Global warming, 
climate change and epidemic diseases that have 
increased in the last 10 years have revealed the 
importance of agricultural production. All these 
developments increase the importance of rural 
development policies that directly affect food production 
(Yoğunlu 2013). One of the important criteria of a correct 
rural development planning is the efficient and effective 
use of agricultural lands. Among these, “Land 
Consolidation (LC)” is an important and effective tool. LC 
has become an effective tool used to improve the 
quantity and quality of cultivated lands, reduce land 
fragmentation, regulate land shape and property 
structure, increase modern agricultural development, 
improve rural environment, realize public investments 
without expropriation, support rural development and 
poverty reduction (Jiang et al. 2017; Zhou et al. 2020). 

LC is important not only for increasing agricultural 
production, but also for solving the socio-economic 
problems of rural areas. Therefore, LC should not be 
accepted as a practice for agricultural production only. 
Land consolidation is also a versatile rural area planning 
that will improve the living standards of the population 
living in rural settlements and slow down the migration 
from villages to cities. 

In this study, the effects of land consolidation and on-
farm development projects implemented in the Manyas 
district of Balıkesir province of Turkey on rural 
development were examined. 
 

2. Materials and methods 
 

2.1. Materials 
 

Eskiçatal and Kayaca neighborhoods, which are 
connected to the Manyas district of Balıkesir province in 
the northwest of Turkey, constitute the study areas (Fig. 
1). The study areas are 5 km away from Manyas district 
and 80 km away from the city center of Balıkesir. The 
altitude of the region above sea level is about 50 meters 
and the slope value is low. According to the census data 
of 2021, the total population of both neighborhoods is 
600. In the area with Mediterranean climate 
characteristics, the winters are cool and rainy, and the 
summers are hot and dry. The average annual 
precipitation is 700 mm.  As its lands are very fertile, the 
main livelihood of the people in the region is agriculture 
and animal husbandry. It is possible to get crops from 
irrigated land twice a year. Mostly wheat, rice, corn, 
sunflower, tomato and cabbage are grown in agricultural 
production areas. Small cattle breeding also has a special 
place in the region, which is famous for its milk and dairy 
products. 

http://igd.mersin.edu.tr/2020/
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Land consolidation and on-farm development 
services in Kayaca and Eskiçatal neighborhoods were 
completed in 2014 and 2015. In the study, numerical and 
attribute data obtained before and after the land 
consolidation projects were used. 
 

 
Figure 1. Study area 
 

2.2. Methods 
 

In this study, in which the effects of land consolidation 
and on-farm development services on rural development 
were evaluated, the issues determined were 

- Consolidation rate of LC projects, 
- Change in average parcel size and average 

number of parcels per enterprise before and after LC, 
- Number and rate of parcels directly benefiting 

from the transportation and irrigation system before and 
after LC, 

- The size of the parcels before and after LC, 
- Change of parcel geometry, 
- The amount of area loss caused by the inability 

to approach the parcel border, and 
- The area to be expropriated by the public 

finance, and the expropriation cost to be paid if 
infrastructure and superstructure investments are made 
without the implementation of the LC project 

Netcad 8.5 software was used in the production of 
spatial analysis, and ArcMap 10.5 software was used in 
the display of thematic maps. Subdivision maps before 
and after LC for each study area are shown in Fig. 2 and 
Fig. 3. 
 

 
Figure 2. Eskiçatal parcellation maps before and after LC 

 
Figure 3. Kayaca parcellation maps before and after LC 
 
3. Results  
 
3.1. Consolidation rate 
 

There are a total of 344 private enterprises within the 
scope of the Eskiçatal LC project. While the total number 
of parcels belonging to private enterprises was 626 
before LC, the total number of parcels decreased to 373 
after LC and the consolidation rate was calculated as 
40.41% (Table 1). There are a total of 194 private 
enterprises within the scope of the Kayaca LC project. 
While the total number of parcels belonging to private 
enterprises was 470 before LC, the total number of 
parcels decreased to 177 after LC and the consolidation 
rate was calculated as 62.34% (Table 1). Considering that 
the consolidation rate in the land consolidation projects 
in Turkey is 42.4% on average [Yağanoğlu et al. 2000; 
Döner and Kaya 2021), it is observed that the 
consolidation rate value in both projects is similar to the 
country average. 
 
3.2. Average parcel size and average number of 
parcels per enterprise 
 

While the average parcel size in the Eskiçatal project 
site was 9.79 da before LC, it was 16.43 da after LC (Table 
1). The average parcel size increased by 67.82% before 
and after LC. While the average parcel size in the Kayaca 
project site was 4.96 da before LC, it was 13.17 da after 
LC (Table 1). The average parcel size increased by 
62.33% before and after LC. 
 
Table 1. Information before and after consolidation of 
Eskiçatal and Kayaca neighborhoods 

 ESKİÇATAL KAYACA 

Project implementation period 
2010- 
2015 

2011-
2014  

Project area (da) 24585.0 23317.0 

Number of    
parcel  

Before LC 626 470 

After LC 373 177 

Average parcel 
size (da) 

Before LC 9.79 4.96 

After LC 16.43 13.17 

Number of enterprises 344 194 

Average number 
of parcels of the 
enterprise 

Before LC 1.82 2.42 

After LC 1.08 0.91 

Reduction 
ratio (%) 

40.66 62.40 

Consolidation rate (%) 40.41 62.34 
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3.3. Transportation and irrigation system 
 

When Table 2 is examined, while 156 of the 626 
parcels (24.92%) in the Eskiçatal neighborhood have 
direct access to the transportation system before LC, 113 
(24.04%) of the 470 parcels in the Kayaca neighborhood 
have direct access to the transportation system. It was 
determined that all parcels (100%) in both 
neighborhoods have direct access to the transportation 
system after LC. 

While none of the parcels in the Eskiçatal 
neighborhood had an irrigation system before LC, 153 
(32.55%) parcels in the Kayaca neighborhood benefited 
from the irrigation system. It was determined that all 
parcels (100%) in both neighborhoods directly benefited 
from the irrigation system after LC. The number and 
rates of parcels benefiting from the transportation and 
irrigation system before and after LC are given in Table 
2. 
 
Table 2. Number and rate of parcels direct access to the 
transportation and irrigation system before and after LC 

 Status 

Transportation 
System 

Irrigation 
System 

Number 
of 
parcels 

Parcel 
rate 
(%) 

Number 
of 
parcels 

Parcel 
rate 
(%) 

Eskiçatal 

Before 
LC 

156 24.92 0 0.00 

After 
LC 

373 100.0 373 100.0 

Kayaca 

Before 
LC 

113 24.04 153 32.55 

After 
LC 

177 100.0 177 100.0 

 

3.4. The effect of land consolidation on parcel size 
 

Parcel sizes (da) were divided into six groups as 0-5, 
6-10, 11-20, 21-50, 51-100 and 100<. The number and 
rates of parcels belonging to the parcel size groups before 
and after LC are given in Table 3. 

While 57.67% of the parcels in the Eskiçatal project 
site were in the range of 0-5 before LC, this rate became 
39.41% after LC. A decrease was observed in the rate of 
parcels between 0-5 da size after consolidation, while an 
increase was observed in all other sizes. 

While 74.90% of the parcels in the Kayaca project site 
were in the range of 0-5 decares before LC, this rate was 
38.42% after LC. The rate of parcels over 20 decares 
increased after LC. 
 

Table 3. Distribution of parcel size in Eskiçatal and 
Kayaca project area before and after LC 

Parcel size 
(da) 

ESKİÇATAL KAYACA 
Before LC 
(%) 

After LC 
(%) 

Before LC 
(%) 

After LC 
(%) 

0-5 57.67 39.41 74.90 38.42 

6-10 24.60 26.01 17.23 28.25 

11-20 12.94 19.57 5.96 22.60 

21-50 2.56 9.92 1.49 7.91 

51-100 1.28 3.48 0.21 2.26 

100< 0.95 1.61 0.21 0.56 

3.5. The effect of land consolidation on parcel shape 
 

Parcel shapes were divided into five groups as 
rectangular, square, amorphous, triangular and 
trapezoidal. The number and rates of parcels belonging 
to these groups before and after LC are given in Table 4. 

While the rate of rectangular parcels in Eskiçatal 
neighborhood was 53.03% before LC, it increased to 
69.44% after LC. It was determined that while the rate of 
amorphous parcels was 36.10% before LC, it decreased 
to 9.65% after LC. 

While the rate of rectangular parcels in Kayaca 
neighborhood was 37.23% before LC, it increased to 
60.45% after LC. While the rate of trapezoidal parcels 
was 29.36% before LC, it decreased to 14.69% after LC. 
 
Table 4. Changes of parcel shape 

Parcel shape 

Neighborhoods 

ESKİÇATAL KAYACA 

Before 
LC 

After 
LC 

Before 
LC 

After 
LC 

Rectangle 
Number 322 259 175 107 

% 53.03 69.44 37.23 60.45 

Square 
Number 4 1 9 4 

% 0.64 0.27 1.91 2.26 

Amorphous 
Number 226 36 132 36 

% 36.10 9.65 28.09 20.34 

Triangular 
Number 6 5 16 4 

% 0.96 1.34 3.41 2.26 

Trapezoidal 
Number 58 72 138 26 

% 9.27 19.20 29.36 14.69 

 
3.6. Border area losses 
 

In agricultural production, a strip of land with a width 
of about 40 cm parallel to the parcel border cannot be 
planted (Demirel 1997). While the non-cultivation area 
of the enterprises in the Eskiçatal and Kayaca project 
sites due to the parcel border facilities was 93.45 da and 
52.83 da before LC, it decreased to 72.44 da and 30.45 da 
after LC. The 21.01 da and 22.38 da lands in the Eskiçatal 
and Kayaca project sites were made available for 
agricultural production after consolidation. 

An area gains of 9.60% and 8.55% was achieved in 
Eskiçatal and Kayaca project sites due to the loss of 
border area after LC. 
 
3.7. The amount and cost of expropriation 
 

One of the benefits of the implementation of the LC 
project is the acquisition of public common-use areas by 
consolidation instead of expropriation. The area 
required for public investments in Eskiçatal and Kayaca 
project sites was calculated as 590.93 da and 219.65 da. 
According to the decision of the 25th Regional 
Directorate of State Hydraulic Works (DSI) dated 
06.01.2020, the expropriation unit price in the irrigated 
agricultural lands of Eskiçatal and Kayaca neighborhoods 
in Manyas district was determined as 10 TL/m2. In line 
with this value, with the assumption that there were no 
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buildings and facilities on the areas to be allocated for 
public investments, the expropriation cost of Eskiçatal 
and Kayaca project sites was calculated as 8,105,800 TL. 
Such a situation would put an additional burden on 
public finances and cause a waste of resources. 
 
4. Discussion and Conclusion 
 

This study has been evaluated on the basis of 7 
criteria, the impact criteria of the land consolidation 
project in ensuring rural development, as "consolidation 
rate, average number and size of parcels, number of 
parcels benefiting from the transportation and irrigation 
system, parcel geometry, the amount of border area loss 
and the amount of expropriation". 

By decreasing the number of enterprise parcels and 
increasing the average parcel size after LC, the number of 
labor and workdays decreased while agricultural 
productivity and efficiency increased. With LC, it was 
ensured that all parcels in the project sites benefit 
directly from the road and irrigation network. Thus, it 
became easier and more economical for enterprise 
owners to access their lands, and damages caused by 
transportation to the parcel and disputes between 
property owners were prevented. One of the benefits of 
LC projects is the correction and improvement of the 
parcel geometry in a way that is suitable for agricultural 
mechanization. The most suitable parcel geometry for 
agricultural mechanization is rectangular (Boztoprak et 
al. 2015). Agricultural mechanization will be facilitated in 
the parcels formed in this way, and productivity will 
increase with the reduction in processing cost and time. 
The increase in the rate of rectangular parcels in both 
study areas after LC is an important gain in terms of rural 
development.  Large number of enterprise parcels per 
unit area and the amorphous parcel geometry cause a 
certain section parallel to the parcel border not to be 
used in agricultural production. With the decrease in the 
number of parcels and the improvement of the parcel 
geometry after LC, border area losses will decrease and 
production will become more efficient in vacant areas. In 
the application areas that are the subject of the study, a 
total of 43.39 da of land was brought into agricultural 
production after LC. This will increase agricultural 
production, enterprise income and country added value. 
For rural development, accelerating public investment 

costs is as important as reducing them. With LC projects, 
public common-use areas were created both quickly and 
holistically and were obtained without paying the 
expropriation price. Thus, the public finances gained 
8,105,800 TL. 

As a result, it is necessary to develop and support land 
consolidation projects that accelerate the achievement of 
rural development goals and contribute to sustainability 
in rural areas. 
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 Producing rich cadastral maps of megacities is time-consuming and imposes exorbitant costs 
on the concerned organizations. Due to rapid urban expansion and development, keeping 
maps up-to-date is a significant challenge for spatially enabled government and land 
administration affairs. Therefore, in order to keep urban cadastral maps up-to-date and enrich 
their content geometrically and thematically, a number of issues should be resolved. In this 
research, challenges in integrating and enriching the urban and cadastral map data of different 
organizations in some parts of a District of the mega city of Tehran, the capital of Iran, have 
been investigated. Some of the important challenges are the heterogeneous methods of map 
production, inconsistency in the employed maps currency, existence of a variety of map scales 
produced in different urban organizations, lack of coordination and cooperation in map data 
formats, production methods, and standardization. This paper has attempted to overcome 
these challenges. 

 
 
 
 

1. Introduction  
 

It is believed that having rich, up-to-date and reliable 
urban cadastral maps is essential for urban management 
organizations to make reliable, informed and timely 
decisions. Increasing the complexity of cities, the needs 
and opportunities of the cities in the context of smart 
cities, the availability of more stakeholders than before, 
and also increasing urbanization in the world by 70% by 
2050, increases the need for an intelligent urban cadastre 
(Rajabifard, 2015). This urban expansion and 
development increase the need for management 
organizations to have up-to-date and rich urban and 
cadastral maps. In addition, production of new maps 
takes much time and cost for the urban management 
organizations and makes maps out-of-date almost soon 
after their production. Therefore, urban management 
organizations can update their cadastral maps and 
spatial data infrastructure (SDI) to make the right 
decisions in various issues by enriching their maps 
through integrating their spatial and legal information. 
Sharing the latest spatial data facilitates urban 
sustainable development, have created a win-win 

situation for all actors in the urban management 
organizations such as spatial data providers, service 
providers, and end users (Olufunmilayo Akinyemi and 
Uwayezu, 2011).   

Data sharing prevents duplication of data collection 
efforts and reduces resource waste. It may also improve 
data quality because it enables users to review, correct, 
and improve the data (Gelagay, 2017). The geospatial 
community needs a suitable space for sharing and 
accessing geospatial assets to take full advantage of their 
socio-economic benefits because meeting users' needs in 
a spatial community is beyond an organization's ability 
(Rajabifard et al., 2005). Some research has been 
conducted in different countries to examine the 
challenges for data integration and the creation of an SDI. 
Similarities and differences between cadastral maps in 8 
states of Australia and New Zealand have been examined. 
Finally, a new cadastral framework has been considered 
across Australia and New Zealand (Atazadeh et al., 2021). 
In Ethiopia, poor organizational coordination, poor data 
quality and compatibility as well as institutional, legal, 
policy, and technological issues have been identified as 
significant challenges to geospatial data sharing barriers 
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https://orcid.org/0000-0002-6138-8657
https://orcid.org/0000-0002-9654-6491
https://orcid.org/0000-0002-4256-3173


4th Intercontinental Geoinformation Days (IGD) – 20-21 June 2022 – Tabriz, Iran 

 

  156  

 

among organizations (Gelagay, 2017). Góźdź and van 
Oosterom (2016) have examined the development of 
SDIs in Poland. This paper discusses the possibilities of 
developing a national information infrastructure using 
the Land Administration Domain Model (LADM) (Góźdź 
and van Oosterom, 2016). Kafashan (2020) has studied 
the challenges in the Iranian two-dimensional cadastral 
maps mainly in spatial information, descriptive 
information, shortages and shortcomings of urban 
coverage and land use. Most of the urban management 
organizations are incapable of meeting their spatial data 
needs alone. In addition, sharing geospatial data faces 
several mega challenges including scattering data across 
its respective organizations, duplication efforts in the 
production of spatial data, and the existence of outdated 
data and the problems in finding available, qualified, and 
sharable data (Pierre, 2016). In the data integration 
process, it is always necessary to preprocess and 
harmonize the data to become at the same format and 
scale as well as eliminate their errors. The data will then 
be combined using specific international spatial data 
standards and frameworks which will be evaluated at 
using some specifications such as ISO/TC 211 and federal 
geographic data committee (FGDC) standards. 
 

2. Method 
 

An initial review of the organizations and their data 
should be done in the integration process. After 
providing data, it should be quality controlled and pre-
processed. Their format, scale, symbols, and definitions 
should be harmonized and then their errors should be 
removed and corrected. Furthermore, they eventually 
are integrated by global frameworks and standards. 
Finally, they must be evaluated. At the end, the enriched 
maps are obtained. The integration workflow is shown in 
"Fig. 1". 
 

 
Figure 1. Cadastral and urban map integration 
framework. 
 

The purpose of this study is to investigate the 
challenges in enriching urban and cadastral maps in 

District 6 of Tehran Municipality, the capital of Iran, by 
combining urban maps of the concerned organizations 
and departments of this megacity. In this research, the 
existing challenges in preparing and integrating data of 
Iran's Deed and Property Registration Organization, 
National Cartographic Center (NCC), and Tehran 
Municipality have been studied. This research has been 
undertaken by checking the data of these organizations 
and filling the questionnaires during the preparation of 
the data. Finally, different data from these organizations 
have been compared with each other to find the difficulty 
of map integration and suggest a way to prepare a map 
from different sources. The research methodology is 
illustrated in "Fig. 2". 
 

 
Figure 2. Research methodology. 
 
2.1. Implementation  
 

In this paper, the aforementioned steps have been 
followed according to "Fig. 2", which are elaborated in 
sections 2.1.1 to 2.1.5. Finally, the challenges and 
solutions have been addressed in the result section. 
 
2.1.1. Identification of organizations which have 

cadastral and urban maps  
 

In metropolitan areas, various organizations require 
cadastral and urban maps to manage the cities and 
provide smart services to citizens. Thus, they collect and 
maintain cadastral and urban maps for their 
organizations with appropriate accuracy for other 
organizations. 

National Cartographic Center (NCC) of Iran is a public 
organization that produces national and urban 
topographic maps. It is worth mentioning that in 2010, 
NCC was appointed as the custodian of developing 
National Spatial Data Infrastructure (NSDI). 

The Deed and Registration Organization which 
include Iranian Cadastral Organization, prepares judicial 
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cadastral maps and documents property registration 
records. This organization has urban cadastral maps and 
their registration information. 

Tehran Municipality has also produced urban maps 
for the urban organizations in Tehran that govern and 
manage the city. Utility organizations are also producing 
some urban maps with appropriate accuracy for their 
intended use. These organizations usually use the 
municipality's maps as base maps and add their features 
and information to those maps. 

In this study, National Cartographic Center, Cadastral 
Organization and Tehran Municipality have been 
considered as the main organizations under study, and 
their maps have been compared. Tehran District 6 has 
been considered as the study area as shown in "Fig. 3". 
 

 
Figure 3. Study area 
 
2.1.2. Development of the questionnaire 
 

To examine the differences and processes followed by 
the organizations for urban cadastral and spatial data 
infrastructure production and enrichment, a 
questionnaire has been prepared with the following 
questions as mentioned in "Table 1". 
 
Table 1. Questions considered for identifying the 
available data in the concerned organizations 

Number Questions 

1 How to store and share cadastral and urban map 
data in your organization? 

2 What does your organization's metadata include? 

3 What is your organization's standard for urban 
and cadastral map data preparation? 

4 What information has been added to the urban 
and cadastral maps for the spatial and thematic 
data enrichment in your organizations? 

5 What is your organization's data sharing 
limitation? 

 
2.1.3. Survey of experts in organizations 
 

Some questionnaires in the concerned organizations 
have been completed with the assistance of some senior 
experts and examined in order to obtain and check the 
employed data. The employed process has been 
mentioned in the following sections. Because of poor 
metadata for each organization's data and a number of 
different overlapped data in organizations, this survey is 

essential to decide which data are more matches to the 
urban cadastral and spatial data enrichment process. 

 
2.1.4. Data cheking 
 

National Cartographic Center has produced maps at a 
scale of 1:2000 in 2002 from a number of urban areas 
using photogrammetric technique. Various information 
is available at different map layers. 

One of the basic maps of the Cadastre organization is 
the 1:2000 maps produced by NCC in 2002 to which the 
registration information has been added. In addition, 
new properties for which a deed is required to be issued 
will be re-registered and their maps updated. In order to 
prepare maps in the Cadastre organization, judicial 
permits are required to access the registration 
information. In order to access the geometric data, the 
desired area must be specified according to the 
registration areas, and a request must be sent to the 
Cadastre organization. The registration information is 
stored in a system designed for this organization. This 
information is based on the quadruple and boundaries of 
the property, and there is also information about the 
whole property that requires registration knowledge and 
designed software. 

Tehran Municipality has also urban maps at different 
scales that have been produced in different years. Their 
most recent maps are at the scale of 1:1000 produced in 
2014 using photogrammetric and ground surveying 
methods. In case of modification or change of a property, 
this item is updated. These maps can be produced 
according to the municipality's zoning on the intended 
site. Updated information is added to the maps in the 
form of different layers and databases. 
 
2.1.5. Data preprocessing 
 

At this stage, the geometric information of the 
organizations is pre-processed for urban and cadastral 
map integration and enrichment. Data preprocessing 
varies according to the map production standards, data 
format, and scales which suffer from the challenges 
outlined in "Section 3". 
 
3. Results  
 

The available information about the data is given in 
"Table 2". 

Following standards such as International 
Organization for Standardization (ISO) and Open 
Geospatial Consortium (OGC) leads to standardization of 
definitions and facilitates for the urban and cadastral 
map integration. The data of Tehran municipality and 
National Cartographic Center have the same standard, 
and the basic maps of the Cadastre organization follow 
these standards. However, the standard for updating the 
cadastral maps has not been indicated to the users. 
Tehran municipality still uses Organization for the 
Advancement of Structured Information Standards 
(OASIS) open-source data standards. For this research, 
ISO and OGC standards are considered as final data 
standards. Different data formats, make it difficult to 
display and integrate the data with each other. 
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Furthermore, in the format such as DWG (AutoCAD 
Drawing Format) used in the National Cartographic 
Center and the Cadastre Organization, descriptive 
information cannot be added to features and data must 
be layered and symbolized to distinguish from each 
other. However, GIS formats such as shapefile (shp), 
which is used in Tehran Municipality, support 
descriptive information for each feature to separate the 
employed data and the symbology. So, all of the data is 
converted to shapefile and added attributes based on 
different layers and labels in AutoCAD. Different years 
and methods of map data production cause differences in 
the contents of the maps and their accuracies. Using 
ground-based methods reasonably enhances the map 
accuracy. It is necessary for Tehran Municipality and the 
Cadastre Organization to update their maps due to the 
new constructions or transfer of property rights. 
Examining the topology of features identifies 
inconsistencies in data and makes data more consistent. 
In addition, modifying the data, makes it possible to 
implement spatial and thematic analysis on the updated 
cadastral and urban map data. 
 
Table 2. The employed urban and cadastral maps 

Organization NCC Cadastre 
organiza-
tion 

Tehran 
municipality 

Standard OGC, ISO Unknown OGC, ISO, 
OASIS Open 

Scale 1:2000 1:2000 1:1000 

Data format DWG DWG SHP 

Production 
year 

2002 Since 2002 2014 

Production 
method 

Photogram-
metric and 
ground 
surveying 
methods 

Updating 
the base 
map 

Photogram-
metric and 
ground 
surveying 
methods 

Terminated/ 
Updated? 

Terminated Updated Updated 

Topology 
correction 

No Yes Yes 

 

4. Discussion 
 

These differences pose challenges such as the need to 
harmonize the implemented standards, formats, and 
scales, as well as validating data topology in the data 
preprocessing stage. Following a single standard and 
preparing data in the same format and scale reduces the 
challenges of data integration and having complete 
metadata accelerates this process. 
 

5. Conclusion  
 

Unprecedented urbanization necessitates the 
production, revision and enrichment of urban and 
cadastral maps for informed urban management. The 
integration of existing urban and cadastral maps will 
save cost and time to develop a complete urban data 
infrastructure. In this study, the existing challenges in 
integrating the urban and cadastral map of District 6 of 
Tehran Municipality of the three organizations including 
Cadastral Organization, NCC and Tehran Municipality, 
were investigated. The most important challenges 

include implementation of inconsistent mapping 
methods, map scales, data formats, production years, 
data preparation, sharing standard, and incomplete 
metadata employed by the concerned organizations. 
Having a unified map production standard and 
specifications and production of the harmonized and 
integrated spatial, semantic and thematic urban and 
cadastral map data overcome these problems in the 
urban map data enrichment phase. Furthermore, having 
complete metadata accelerates the urban and cadastral 
map preparation and integration. In this research, ISO 
and OGC standards have been used and tackled. All of the 
data have been converted to the shapefile format, 
topologies corrected, and maps generalized to a 1:2000 
scale to prepare them for their integration in order to 
produce an enriched urban and cadastral map. 

At the future steps of this research, the data will be 
examined from semantic differences, descriptive 
information, and features' spatial boundaries of the 
urban and cadastral maps collected from organizations. 
Finally, the preprocessed data will be combined by smart 
spatial fusion methods such as Rough Set Theory (RST), 
Dempster-Shafer Theory (DST) and Granular Computing 
(GrC) enabling a reliable assessment of the enrichment 
and fusion process. 
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 Land-use change processes present a variety of trajectories depending on local conditions, the 
regional context, and external forces. Uncontrolled and imprudent alteration of the Land-
Cover and Land-Use Change (LCLUC) brings about serious problems in terms of 
environmental damages. Taking the scale of the LCLUC changes into account, remote sensing 
technology can be used efficiently and affordability to monitor and detect such large-scale 
changes. This study is an in-depth analysis of spatial and temporal LCLUC variations in an 
urban area (Sowme'eh Sara) in Guilan province, northwest Iran. Support Vector Machine 
(SVM) algorithm and Landsat imageries were utilized to derive the LCLUC variations between 
19889 to 2021. The accuracy of the classification was investigated through ground truth data, 
Google Earth images, and aerial photographs. The results indicate that the SVM-based 
classification of TM and OLI imageries gives an overall precision of 93%, and 95% respectively 
which manifests the high feasibility of this technique for deriving LCLUC. According to the 
mapping results, a distinctive evolution in LCLUC is seen over the study area where consistent 
urban consolidation with changes of the wetland typology involving marsh degradation, gains 
from agro-forest land, or sparsely vegetated areas. 

 
 
 
 

1. Introduction  
 

Land-Cover and Land-Use Change (LCLUC) mapping 
and assessment are among the core areas of remote 
sensing data applications (King 2002; Foody 2002). 
Remote sensing data has been an attractive source in the 
determination of land cover thematic mapping, 
providing valuable information for delineating the extent 
of LCLUC classes, as well as LCLUC analysis and risk 
analysis at various scales (Kavzoglu and Colkesen 2009). 
Producing LCLUC thematic maps using remote sensing 
data is commonly performed by digital image 
classification (Chintan et al. 2004). Generally, a widely 
used categorization of classification techniques includes 
three main groups of approaches: pixel-based, sub-pixel, 
and object-based classification techniques. Pixel-based 
techniques perform classification by assigning pixels to 
land cover classes and this is achieved by either 

supervised or unsupervised classifiers. Sub-pixel 
classification approaches are generally divided into 
linear and non-linear unmixing, depending on whether it 
is assumed that the reflectance at each pixel of the image 
is a linear or a non-linear respectively combination of the 
reflectance of each material present within the pixel 
(Plaza et al. 2009). In object-based classification, each 
classification task addresses a specific scale, and image 
information can be represented in different scales based 
on the average size of image objects. In contrast, the same 
imagery can be segmented into smaller or larger objects. 

Support Vector Machine (SVM) is a learning 
technique based on Statistical Learning Theory (SLT) 
which has been introduced for the classification of 
remote sensing data (Dixon and Candade 2008; Yao et al. 
2008). The SVM methods are used to recognize text in 
images (to convert documents into computer text), 
handwritten digital and face recognitions (Vapnik 1995; 

http://igd.mersin.edu.tr/2020/
https://orcid.org/0000-0003-4648-842X
https://orcid.org/0000-0003-3265-372X
https://orcid.org/0000-0002-7070-6178
https://orcid.org/0000-0003-1241-5505


4th Intercontinental Geoinformation Days (IGD) – 20-21 June 2022 – Tabriz, Iran 

 

  160  

 

Joachims 1998). The results derived from various tests 
show that the SVM algorithm is capable for comparison 
with the best classification methods such as artificial 
neural networks (ANNs), tree classification and so on. 
Since remote sensing systems are the most common 
instruments used for LCLUC information, evaluating the 
performance of the SVM algorithm using images 
obtained from such systems can have practical 
applications for land cover classification in this respect. 
The SVM algorithm has been used in this study to 
monitor changes related to the 1988, 2001, and 2007. 
 

2. Method 
 

2.1. Overview of the Study Area 
 

Sowme'eh Sara region is located in Guilan Province, 
between 49°02´ to 49°32´ E longitude and 37°30´ to 
37°30´ N latitude. The mean height above sea level of the 
study area is 6 m (Figure 1). 
 

 
Figure 1. Geographic location of the study area 
 
2.2. Satellite images and reference data 
 

In this study, three predominantly cloud-free Landsat 
scenes of the Sowme'eh Sara region are used. The first is 
Landsat TM data obtained on April 24, 2020, and the 
others are Landsat OLI data on May 05, 2021. The other 
data used in this study mainly include: (1) aerial 
photographs of 1994; (2) digitized topographic maps and 
(3) ground reference data obtained from the land survey 
with hand-held GPS to determine the characteristics of 
sampling points. 
 
2.3. Image classification 
 

In order to demonstrate the effectiveness of SVM for 
heterogeneous land cover mapping, we implemented 
SVM to map land cover types in the study area. The study 
area covers a mosaic of different land use cover types. In 
this study, we utilized training data obtained from 
intensive field survey, and available 1:50,000 scale 
topographic maps. Furthermore, we collected additional 
training data and ground control points for image 
classification in the entire period by visually interpreting 
the desired Landsat images and confirming each point’s 
land cover attribution whenever possible with high-
resolution imagery in the Google Earth (Beygi Heidarlou 
et al. 2019). Then, we used the training data to classify 
our Landsat imageries using a supervised classification 
maximum likelihood algorithm (MLA) (ENVI, 2014) and 

SVM classifier in four classes: (1) wetland, (2) croplands, 
(3) Marsh, and (4) built-up areas. 

 
2.4. Image classification 
 

Measuring accuracy is important not only for 
understanding the results derived but also for using 
these results for decision making process. In this study, 
we used total accuracy and kappa coefficient for 
measuring the accuracy of the classified images (Beygi 
Heidarlou et al. 2020). 
 

2.5. LCLUC detection 
 

The cross-tabulation analysis is carried out to analyze 
the spatial distribution of different land cover classes and 
LCLUC. The CROSSTAB module of IDRISI Selva software 
is employed for performing crosstabulation analysis. 
Cross classification can be described as a multiple 
overlay showing all combinations of the logical AND 
operation. The result is a new image that shows the 
locations of all combination categories in the original 
images. Cross classification thus produces a map 
representation of all non-zero entries in the cross-
tabulation table. 
 
3. Results 
 

The SVM method (radial basis function kernel) is used 
in the study area to monitor changes in land use and land 
cover during the periods from 1989 to 2021. The land use 
and land cover classes are determined in four classes 
including wetland, marsh, croplands, and built-up areas. 
The training samples are then collected using visual 
interpretation of satellite images, aerial photographs, 
and Google Earth image and field observations. The land 
cover classes, in the next step, are considered in the study 
area using image characteristics. The separability of 
classes is also computed using Jefferies- Matusita 
method. The derived results are shown in Table 1 and 2. 
Additionally, the land cover maps are prepared for the 
1989, 2021 (Figure 2). The statistical parameters related 
to accuracy measurement including total accuracy and 
kappa coefficient are extracted for each map as described 
in Table 3. 
 
Table 1. Separability amount for land cover map classes 
derived from TM image (1988) 

Land 
use/cover 

Wetland Marsh Cropland 
built-up 
areas 

Wetland 1    

Marsh 1.97 1   

Cropland 1.99 1.87 1  

built-up 
areas 

1.93 2 2 1 

 
3.1. LCLUC analysis 
 

One of the results derived from supervised 
classification for 1989 and 2021 is the possibility of 
determining the LCLUC using the map difference method. 
For this purpose, the land use/cover maps derived from 
the supervised classification of 1989 are subtracted from 
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2021. The results derived from this method are shown in 
Table 4. 
 
Table 2. Separability amount for land cover map classes 
derived from Landsat 8 (OLI) image (2021) 

Land 
use/cover 

Wetland Marsh Cropland 
Built-up 
areas 

Wetland 1    

Marsh 1.56 1   

Cropland 2 1.87 1  

Built-up 
areas 

1.93 1.93 1.74 1 

 
Table 3. Accuracy statistics for the classification result 
during the years 1988, 2021 

Image Overall accuracy Kappa coefficient 

TM (1989) 95.60 094 

OLI (2021) 94.40 0.93 

 

 
Figure 2. Land use/cover maps of the study area 
 
Table 4. Cross-tabulation of land cover classes between 
1989 and 2021 (in percentage) 

Image Wetland Marsh Cropland 
Built-up 
areas 

Wetland 78.43 35.50 2.08 11.34 

Marsh 19.50 98.04 86.33 0 

Cropland 2.05 66.20 12.70 94.35 

Built-up 
areas 

4.58 2.45 89.60 99 

Class change 26.55 38.30 35.60 48.95 

Map 
difference 

1.60 4.05 21.80 32.45 

 
3.2. Monitoring changes 
 

The new map is created by crossing of two classified 
maps during the periods 1989 and 2021 (Figure 3), 
which helps to compare the changes in land use and land 
cover classes during 1989 to 2021. Table 4 includes the 
results derived from the figure. The most positive change 
(increase) has occurred for built-up areas due to 
construction and the most negative change (decrease) 
occurred for croplands. 
 

 
Figure 3. Change detection map- Differencing between 
the two classified maps related to 1988 -2021 
 
4. Discussion  
 

The results of this study clearly show how planning 
instruments, whether sectoral or territorial, influence 
the dynamics of land-use change in a township area with 
mountain characteristics. In this study, post-
classification comparison method is applied to monitor 
changes. Since the changes in land use and land cover of 
Sowme'eh Sara dam watershed are evident, an attempt is 
made in this study to detect them using the 
aforementioned method. Many researchers have shown 
in their studies that post-classification comparison 
method is one of the most accurate approaches to 
monitor the changes in land use and land cover. 

The land use and land cover information can be 
extracted from past and present using satellite images. 
The results can be combined with other data and map 
information. The effects of land use and land cover 
development on other uses and changes can be evaluated 
and determined specially by using the post-classification 
comparison method and also binary combination of land 
use maps.  One of the objectives of this study is to 
determine the nature of changes in land use and land 
cover. However, the traditional classification algorithms 
such as statistical methods cannot provide the optimum 
results due to low flexibility and parametric varieties, 
just like the maximum likelihood method, which is not 
able to provide optimum results in the absence of normal 
training data due to its dependence on Gaussian statistics 
model. 

In recent years, accordingly, a new technique based 
on statistical learning theory called Support Vector 
Machines (SVM) has been devised to classify the remote 
sensing data. The SVM, in this study, is adopted to classify 
the land use and land cover of Sowme'eh Sara township 
during the periods 1998-2021. Four types of kernels 
(linear, polynomial, radial and sigmoid) are considered 
for SVM classifications. Among them, the radial basis 
function (RBF) kernel is used and the results derived are 
for the post-classification comparison. 

The most positive change (increase), in Sowme'eh 
Sara township, has occurred for built-up areas, during 
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the period 1988 to 2021. The percentages of conversion 
into built-up areas are 40.20%, 30.85%, 9.39%, 5.20% 
and 29.07%, respectively, for wetland, croplands and 
marsh. Meanwhile, the most negative change (decrease 
has occurred for wetland during the period. In this 
period, 65.90% of wetland has remained unchanged; 
however, 7.50 % has been converted to built-up areas, 
5.08% to marsh, 18.98% to croplands. After all, it can be 
stated that if the purpose of changes monitoring is to 
detect the nature of changes (type and direction of 
changes), then the post-classification comparison is the 
best method in this regard. The accuracy values of land 
cover maps derived from satellite data classification by 
using the support vector machine algorithm are equal to 
93%, 95% for TM and OLI, respectively. This indicates a 
high accuracy of SVM algorithm in satellite data 
classification studies. 
 
5. Conclusion  
 

The management of common land, even in an 
informal way, introduces differences to land-use 
trajectories, involving the development of wetland and 
marsh through the introduction of new species and 
wetland (shore line) maintenance, leading to smaller 
subdivisions in patterns of land use. Therefore, it is local 
factors, whether emerging from planning methods or 
community involvement in land management, which 
explain land-use change and create greater benefits for 
the communities, and may also lead to future forms of 
intervention in this township mountainous community. 
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 The performance of real-time positioning with Android smartphones is evaluated in this study 
considering two fundamental weighting approaches, which rely on satellite elevation angle 
and carrier to noise ratio (C/N0) values, respectively. The experimental test conducted in this 
study includes the observation dataset of Xiaomi Mi 8 and Google Pixel 4 smartphones 
collected by the Android GPS team in the kinematic environment. First, this study analyzes the 
observation dataset to understand the stochastic characteristics of observations acquired 
from smartphones. The analyses revealed that the dependency of smartphone observations 
on satellite elevation angle is considerably lower compared with high-grade geodetic 
receivers. The experimental tests indicated that it is possible to obtain more accurate 
positioning solutions when applying the C/N0-dependent weighting approach. Compared 
with the elevation-dependent weighting approach, the C/N0-dependent weighting approach 
improves the positioning performance of Xiaomi Mi 8 and Google Pixel 4 smartphones by 
30.1% and 36.5%, respectively. 

 
 
 
 

1. Introduction  
 

The raw GNSS (Global Navigation Satellite System) 
observations collected from Android devices have been 
accessible since 2016. From this date on, positioning, 
navigation, and timing applications with Android 
devices, especially smartphones, have received 
considerable interest from the GNSS community. The 
main reason behind this substantial attention is that low-
cost chipsets on smart devices still dominate the GNSS 
mass market (GSA 2019). However, due to the specific 
restrictions, such as the high noise level of observations, 
low protection against the multipath effect, and 
discontinuities in carrier phase observations, it is very 
demanding to achieve high positioning performance with 
smartphones (Paziewski et al. 2019). As a result, many 
studies have been made in recent years to evaluate and 
advance the positioning performance of smartphones 
based on the positioning techniques of real-time 
kinematic (RTK), single- and dual-frequency Precise 
Point Positioning (PPP) (Robustelli et al. 2019; Odolinski 
and Teunissen 2019; Liu et al. 2021). 

In the current literature, many studies have analyzed 
the performance of smartphones with relative or 
differential positioning techniques that depend on 

reference stations equipped with geodetic receivers 
(Geng and Li 2019; Gao et al. 2021). Besides, some 
studies employ another smartphone as the reference 
station, named smartphone-to-smartphone positioning 
(Paziewski et al. 2021). As revealed by these studies, it is 
possible to reach relatively high positioning accuracy 
with smartphones using relative or differential 
positioning techniques. Still, the base station(s) 
requirement is the main limitation of these techniques. 
Also, relative or differential positioning techniques 
require carrier phase observations to achieve high 
positioning accuracy, although carrier phase 
observations acquired from smartphones are usually 
disrupted because of missing phase observations and 
abrupt phase shifts (Paziewski et al. 2019; 
Zangenehnejad and Gao 2021). On the other side, 
absolute positioning applications that include a single 
GNSS receiver are of great interest to GNSS users. This 
substantial interest is mainly because of eliminating the 
requirement for a simultaneous reference station or 
network. In addition, absolute positioning techniques 
can present the desired positioning accuracy for most 
location-based services applied with smartphones. 
Therefore, a considerable number of studies have 
recently been conducted for standalone positioning 
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applications with smartphone observations in the 
literature (Aggrey et al. 2020; Wang et al. 2020; 
Robustelli et al. 2021). 

Regardless of the applied positioning technique, the 
application of a proper stochastic model is one of the 
most critical points for achieving high positioning 
accuracy with smartphones. Since smartphones 
generally contain relatively low-cost antennas, the 
stochastic characteristics of observations acquired from 
smartphones are quite different from those of geodetic 
GNSS receivers. Therefore, it is crucial to apply an 
optimal weighting scheme that is able to reflect actual 
stochastic characteristics of observations in smartphone 
positioning. In the current literature, there has been a 
limited number of studies that specifically analyzed the 
positioning performance of smartphones in terms of 
observation weighting approaches. In this regard, this 
study aims at analyzing the performance of real-time 
standalone positioning with smartphones on the basis of 
observation weighting approaches. Firstly, this study 
evaluates the characteristics of smartphone observations 
collected in the challenging environment, i.e., in the 
urban area and kinematic mode. Also, two fundamental 
weighting approaches, which are respectively dependent 
on elevation angle and carrier to noise ratio (C/N0), are 
assessed for real-time positioning performance with 
smartphones.  
 

2. Method 
 

This study includes the standalone positioning that 
relies on single-frequency code pseudorange 
observations. Basically, code pseudorange observation 
(𝑃) on the 𝑖th frequency can be expressed by the 
following equation: 
 

𝑃𝑖,𝑟
𝑠,𝑘 = 𝜌𝑟

𝑠,𝑘 + 𝑐(𝑑𝑡𝑟
𝑠 − 𝑑𝑇𝑠,𝑘) + 𝑇𝑟

𝑠,𝑘 + 𝐼𝑖
𝑠,𝑘

+ 𝑐(𝑏𝑖,𝑟
𝑠 − 𝐵𝑖

𝑠,𝑘) + 𝜀(𝑃𝑖,𝑟
𝑠,𝑘) 

(1) 

 
where subscript 𝑟 indicates the receiver, while 

superscripts 𝑠 and 𝑘 demonstrate the GNSS index and 
satellite number. Additionally, 𝜌 is the geometric range 
between the receive and satellite, 𝑐 is the velocity of light, 
𝑑𝑡 and 𝑑𝑇 are the receiver and satellite clock offsets, 𝑇 is 
the tropospheric delay, 𝐼 is the first-order ionospheric 
delay on 𝑖th frequency, 𝑏 and 𝐵 are the receiver and 
satellite code hardware biases, respectively and 𝜀 
indicates the observation noise and multipath for the 
related observation. 

In this study, single-frequency code observations on 
L1, G1, E1, and B1 frequencies are employed for GPS, 
GLONASS, Galileo, and BeiDou satellites, respectively. 
The International GNSS Service (IGS) Real-time Service 
(RTS) products are also used to obtain real-time satellite 
orbits and clock corrections. Besides, the ionospheric 
delay is mitigated using the ionospheric corrections 
provided in IGS-RTS products. On the other side, the 
tropospheric delay is corrected by the Saastamoinen 
model (1972) combined with the VMF3 (Vienna Mapping 
Functions 3) and GPT3 (Global Pressure and 
Temperature 3) model (Landskron and Böhm 2018). In 
this study, an extended version of PPPH is used to 

conduct all real-time processes (Bahadur and Nohutcu 
2018). 

When it comes to observation weights, two weighting 
approaches, which respectively rely on elevation angles 
and C/N0 values, are employed in this study. 
Traditionally, the elevation-dependent weighting 
method is expressed as follows: 
 

𝜎𝑃
2 = 𝜎𝑃0

2 + 𝜎𝑃0
2  cos (𝐸2) (2) 

 
where 𝜎𝑃0

2  denotes the initial observation variance, 𝐸 

is the satellite elevation angle and 𝜎𝑃
2 represents the 

related observation variance. The standard deviation of 
code pseudorange observations is typically used as 0.3 m. 

On the other hand, the C/N0 dependent weighting 
method can be given as follows: 
 

𝜎𝑃
2 =

𝛼𝛽𝐿

𝑐/𝑛0

𝜆𝑐  (3) 

 
where 𝑐/𝑛0 indicates the carrier-to-noise density 

calculated as 10(𝐶/𝑁0)/10 in dB-Hz for 𝐶/𝑁0 values, 𝜆𝑐  is 
the wavelength of P- or C/A-code (29.305 and 293.05 m).  
𝛼 and 𝛽𝐿 represent the dimensionless delay lock loop 
discriminator correlator factor and equivalent code loop 
noise bandwidth, which are approximated as 𝛼 = 0.5 and 
𝛽𝐿 = 0.8 Hz (Langley 1996). 
 

3. Results and Discussion 
 

In this section, the observation dataset utilized in the 
experimental tests is introduced. Afterward, the 
observations collected from smartphones are analyzed in 
several aspects. Finally, this section provides the results 
obtained from the experimental tests conducted for 
evaluating the impact of weighting approaches on the 
performance of real-time positioning with smartphones. 

 
3.1. Observation dataset and analysis 

 
In recent years, the Android GPS team has provided 

the benchmark dataset so that researchers can test their 
algorithms and positioning models with Android 
smartphones. This study employs the benchmark dataset 
collected from two different smartphones, Xiaomi Mi 8 
and Google Pixel 4, placed above the dashboard of the 
test vehicle moving along a highway in the US San 
Francisco Sunnyvale on January 5, 2021. The 
smartphones contain GNSS receivers that can collect 
dual-frequency multi-GNSS observations with a sampling 
interval of 1 second. Besides, the dataset provides the 
ground truth information obtained from an external 
positioning system that combines the NovAtel SPAN IMU 
(Inertial Measurement Unit) with RTK positioning. The 
external coordinates can be used as a reference for 
assessing the positioning performance of smartphones. 
Figure 1 indicates the geometry of the experimental 
setup, including the positions of smartphones, GNSS 
antenna, and SPAN IMU (Fu et al. 2020). 

The observations collected from two different 
smartphones in the kinematic environment are 
evaluated in several aspects. These smartphones can 
collect dual-frequency observations on civilian GNSS 
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signals only. As an example, code and phase observations 
on L1 and L5 frequencies can be collected by 
smartphones for GPS satellites. In this regard, Table 1 
indicates the average number of tracked satellites on the 
corresponding frequencies of GPS, GLONASS, Galileo, and 
BeiDou constellations per epoch for two smartphones. 
 

 
Figure 1. Geometry of the experimental setup used for 
the observation dataset (Fu et al. 2020). 
 
Table 1. Average number of tracked satellites per epoch 
for two smartphones. 

System Frequency Smartphone 
MI8 PIXEL 4 

GPS L1 8.07 7.93  
L5 5.38 5.36 

GLO G1 4.28 5.80 
GAL E1 4.47 5.96  

E5 4.59 5.60 
BDS B1 3.74 2.68 

 
To evaluate the quality of observations acquired from 

smartphones, C/N0 values that represent the GNSS signal 
strength are analyzed as a part of this study. Figure 2 
illustrates the C/N0 values of specific GNSS satellites 
obtained from the Xiaomi Mi 8 and Google Pixel 
smartphones during the observation period. In this 
figure, the y-axis represents the C/N0 values (dB-Hz), 
while the x-axis represents the elevation angle of the 
corresponding satellite in degree. As can be seen from the 
figure, there is no considerable dependency between 
C/N0 values and satellite elevation angle, which is a very 
different situation from the high-grade geodetic 
receivers. These results show that the traditional 
weighting approaches which mainly rely on the satellite 
elevation angle can be insufficient in representing the 
actual stochastic characteristics of smartphone 
observations. 
 

3.2. Positioning performance 
 
The observation dataset was processed based on the 
elevation- and C/N0-dependent weighting approaches, 
separately. To evaluate the positioning accuracy, 
positioning errors were computed as the difference 
between the acquired coordinates and ground truth from 
the related positioning process for each epoch in the local 
coordinate system (North, East, and Up). The epoch-wise 
coordinates obtained from the external IMU system were 
used as the ground truth in the computation of 
positioning errors. Figure 3 indicates the scatter plots of 
three-dimensional (3D) positioning errors obtained from 
two weighting approaches for the Mi 8 and Pixel 4 
smartphones. In addition, Table 2 shows RMS values of 
horizontal, vertical, and 3D positioning errors obtained 

from the Mi 8 and Pixel 4 smartphones with the 
elevation- and C/N0-dependent weighting approaches. It 
can be seen from the table that the C/N0-dependent 
weighting approach provides a better positioning 
performance for both smartphones. When compared 
with the elevation-dependent weighting approach, the 
C/N0-dependent weighting method improves the 3D 
positioning accuracy by 30.1% and 36.5% for Mi 8 and 
Pixel 4 smartphones, respectively. 
 

 
Figure 2. C/N0 values of specific GNSS satellites for 
Xiaomi Mi 8 and Google Pixel 4 smartphones 
 

 
Figure 3. 3D positioning errors of Mi 8 and Pixel 4 
smartphones for elevation- and C/N0-dependent 
weighting approaches 
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Table 2. RMS values of horizontal, vertical, and 3D 
positioning errors for Mi 8 and Pixel 4 smartphones with 
elevation- and C/N0-dependent weighting approach  

Weighting 
approach 

Positioning error 

Horizontal Vertical 3D 

MI8 Elevation 3.720 4.992 6.673 
MI8 C/N0 2.902 3.231 4.663 
PIXEL 4 Elevation 5.134 7.483 9.640 
PIXEL 4 C/N0 3.344 4.689 6.119 

 

4. Conclusion  
 

This study evaluates the performance of real-time 
positioning with smartphone observations collected in 
the kinematic environment using two fundamental 
weighting approaches, namely elevation- and C/N0-
dependent. The observation dataset of two smartphones, 
including Xiaomi Mi 8 and Google Pixel 4, is utilized in 
this study to evaluate the impact of two weighting 
approaches. The results revealed that C/N0 values 
acquired from smartphones are not significantly 
dependent on satellite elevation angle, which is a very 
different situation from the high-grade geodetic 
receivers. As a result, the traditional weighting 
approaches which mainly rely on the satellite elevation 
angle can be insufficient in representing the actual 
stochastic characteristics of smartphone observations. 
The experimental tests proved that the C/N0-dependent 
weighting approach provides considerably better 
positioning performance for both smartphones when 
compared with the elevation-dependent weighting 
strategy. Considering the 3D positioning errors, the 
C/N0-dependent weighting approach enhances the 
positioning accuracies of the Mi 8 and Pixel 4 
smartphones by 30.1% and 36.5% in comparison with 
the elevation-dependent weighting approach. 
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 The growth and development of urban spaces worldwide have led to dramatic changes in the 
landscape of peri-urban villages. In Iran, rapid urban sprawl has also reduced agricultural land 
and increased scattered construction. In this study, the sprawl and its effects on land-use 
change periphery of the city were measured by satellite imagery using remote sensing (RS) 
and Geographic Information System (GIS) analysis. Thus, the trend of land-use change 
periphery the city of Hamedan from 1990 to 2020 separately in 7 types of land use, i.e., 
residential construction, non-residential construction, convertible wasteland, arable land, 
garden land, pastures, and the road was inspected. The present survey findings show that the 
adoption of centralized settlement strategies and separate rural and urban planning in Iran, 
especially in rural- interconnected urban areas such as the study area, causes land-use change 
and subsequent spatial anomalies in the city and rural settlements.  

 

 
 
 
 

1. Introduction  
 

Urbanization is the most important social and 
economic phenomenon taking place on a large scale 
worldwide (Sun et al., 2013). In large cities and towns in 
developing countries, uneven population growth and 
unplanned activities have led to a lack of infrastructure 
facilities in cities (Chettry and Surawar 2021, Theobald 
2001). However, urban centers cover a small part of the 
earth’s surface. But the rapid expansion of cities has 
dramatically changed the natural landscape and led to 
huge changes in the ecosystem of the peripheral 
(Berling-Wolff and Jianguo 2004, Kappas et al. 2020); It 
also discusses the natural resources and changes in the 
valuable agricultural lands of that area (Hart and Milstein 
1999). Also, major global trends that have increased 
competition for land have led to uneven urban 
development, with half of the world’s population living in 
densely populated cities. The ratio is still increasing 
(Ludlow and Jupova 2016). In this regard, the adoption 
of economic adjustment policy, the “top-down 
development approach,” and the accelerated 
industrialization of the peripheral rural economy with 
the growth-oriented attitude of urban economies have 
transformed cities into unplanned areas (Chambers 

1994), with the inevitable consequences of uncontrolled 
expansion Population growth and migration to urban 
areas have caused “urban sprawl” (Club 1999). In recent 
decades, the imposition of new maps and functions by 
cities on the surrounding spaces has led to disorders in 
the economic, social, and spatial organization of the 
surrounding areas (Ebrahimi and Talebi 2013). In other 
words, the outsourcing of activities and the subsequent 
uncontrolled expansion of urban constructions to their 
surrounding spaces, as well as the irregular and irregular 
growth of these constructions have caused changes in the 
spatial structure of the suburbs. So that this imbalance in 
the spatial structure in terms of order and size of 
settlements, urbanization of rural landscape, change in 
the basic economy of villages, change of land use, 
composition of population and activity, are the most 
important manifestations of change. In addition, due to 
population density and resource pressure in rapidly 
expanding cities, destructive environmental damage 
remains, including the loss of valuable agricultural land, 
the loss of pristine landscapes, and eventual destruction. 
Hence, the change of agricultural land use due to the 
rapid urbanization and its consequence of "urban 
sprawl" and its environmental and socio-economic 
consequences is a question that can be answered around 
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the metropolises and large cities of each country. Thus, 
the present study has tried with a new approach; In 
addition to analyzing the change of agricultural land use 
affected by the consequences of urban sprawl, pay 
attention to the role of separate rural-urban planning 
and centralized settlement policies and environmental 
capacities and internal capabilities of villages in 
accelerating urban sprawl; And analyze its impact on 
land-use change; And to provide a scientific solution to 
reduce the effects of centralist policies. 
 

2. Method 
 

The study area of this research is the southwestern 
and southeastern part of the city of Hamadan in Iran. In 
terms of relative position in the study area, the location 
of rural settlements is different from other rural 
settlements in Hamadan province.   This difference is due 
to its proximity to Hamedan and its place in its area of 
direct influence. Also, the existence of wide flatlands, the 
significant expansion of the network of roads and 
highways, etc., has given a particular position to the rural 
settlements of the study area in terms of rising land 
prices. A descriptive-analytical method was used to 
measure the consequences of urban sprawl phenomena 
in the study area. In other words, the method of analysis 
of land-use changes trends during the three periods of 
1990, 2006, and 2020, by satellite imagery and remote 
sensing (RS) and the GIS analysis. According to US 
Geological Survey (USGS) standards, analyses were 
performed on seven types of land use: residential 
construction, non-residential construction, convertible 
wasteland, arable land, garden land, and pastures and 
roads. The consequences of urban sprawl in rural 
settlements periphery Hamedan city and its effective 
factors were studied. Data were collected, including 
Landsat TM Year 1990 and ETM + the Year 2006, OLI 
2020, and 1:50000 map of Hamadan, to identify the 

phenomena better and compare them with subsequent 
land-use changes. 
 

3. Results  
 

In recent decades, due to the proliferation of 
scattered construction and urban sprawl periphery the 
city of Hamadan, the problem of demolition and 
alteration of agricultural land and unauthorized 
construction has occurred, with consequences such as 
changes in the natural landscape, construction in lands, 
indiscriminate exploitation of natural resources 
resulting in ecosystem imbalances. The implementation 
of urban and rural development projects such as rural, 
detailed, and comprehensive urban conduction plans and 
the construction of roads and highways by official and 
governmental organizations to protect the land ignored 
agricultural lands. In this way, much of the agricultural 
land has been legally demolished and altered as part of 
their implementation. This subject has caused severe 
changes in the environmental and ecological dimensions 
of the area. 

The results showed that in the Hamadan area, due to 
urban development and the highest rate of land-use 
change was observed over 30 years, namely from 1990 
to 2020, in arable, horticultural, and pasture lands, 
respectively, with a total area of 1017 hectares, there 
were 272 hectares and 189 hectares (Fig. 1). In contrast, 
residential construction increased by 805 hectares, non-
residential construction increased by 346 hectares, and 
road network increased by 20 hectares. In addition, 307 
hectares out of 6446 hectares have become a wasteland, 
transformed into different construction uses. The 
statistics show that residential construction is still 
increasing, with the number of construction sites in the 
study area increased by about 17.8% from 1990 to 2020. 
But in contrast, agricultural land declined from 71.2 
percent to about 51 percent. 
 

 
Figure 1. Distribution of the extracted classes in the three study periods from 1990 to 2020 
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The study of land-use changes in the periphery 
villages of Hamadan revealed. The rapid spread of the 
city of Hamedan to the suburbs and surrounding areas 
was more in the villages that had more cultivated and 
abandoned agricultural lands and gardens. In addition to 
the centralized settlement policies that accelerate the 
city's expansion to the suburbs and periphery areas, this 
land-use change is more observed in villages with more 
internal capacity, such as:1: more extensive cultivation 
and gardening 2. More extensive abandoned farmland 
and gardens due to lack of water 3. Nearer to the city and 
more accessible 4. Broader infrastructure and services 5. 
The people in their villages were more willing to sell land 
and convert the agricultural land 6. The fragmentation of 
agricultural land whose economic surplus from their 
sales price for construction and machinery is much 
greater than the surplus from the production and sale of 
agricultural products. Thus, the negative socio-economic 
and environmental-ecological consequences of urban 
sprawl in these villages have been more pronounced due 
to severe land-use changes and subsequent agricultural 
performance changes. 

 
3.1. Centralized settlement policies and 
accelerated urbanization expansion 
 

In the last few decades, the rapid growth and 
development of urban centers in developing countries, 
especially Iran, has led to unrest and imbalances in their 
rural settlements. This phenomenon has been influenced 
mainly by socio-economic developments and the nature 
of the political economy in Iran. Rapid migration and 
population movement to the city of Hamedan increased 
the need for land for residential and non-residential 
construction. Therefore, the rapid urbanization has 
caused a change in the quantity and quality of rangeland 
and forest lands, soil, surface and groundwater, waste 
and sewage disposal, changes in the area of agricultural 
and garden lands, etc., in the study area. Also, the study 
of demographic changes in rural settlements in the study 
area has revealed an increasing trend from 1996 to 
2016.  In other words, 15 villages in the study area were 
affected by urban sprawl (Table 1). 
 
Table 1. T Evolutionary trend of rural settlements 
population in the study area during 1986-2016 

Row  Village 1986 1996 2006 2016 

1 Cheshin 1313 1366 1447 1804 

2 Cheshmeh 
Malek 

333 242 252 266 

3 Silvar 589 467 373 282 

4 Sangestan 1324 1227 1127 1195 
5 Tafrijan 2410 2404 2134 2149 
6 Shouring (on 

the verge of 
conversion 
into city) 

3703 3800 4021 4473 

7 Ali Abad 
Taghipour 

 2510 2598 4453 7759 
 Total 12182 12104 13807 17928 

 
It is worth mentioning that between 1986 and 2016, 

4 villages in the study area were annexed to Hamedan. 

Economic and demographic loads in these settlements 
are affected mainly by the concentration of many 
facilities, activities, and services in Hamadan and its 
surroundings. Due to the high cost of land and housing in 
Hamedan, job seekers and low-income immigrants are 
forced to move to the larger rural settlement’s periphery, 
where agricultural lands have been abandoned due to 
lack of water. Accommodation without a plan  has caused 
an imbalance in the urban-rural space organization. It 
has led to the duality of traditional and modern texture 
in the periphery of the village of Hamedan. 

 
3.2. Changes in the amount of garden land 
 

The calculations of the cultivated area of horticultural 
crops during the last four decades (1973, 1983, 1993, 
2003, and 2014) showed that out of the total of 15 
villages in the study area, in 1973, the total area of 
irrigated (irrigated and dry-farming) lands was about 
1760 hectares. It was reduced to 1214 hectares in 2014 
(Table 2). The amount of garden land calculated based on 
satellite images in 2020 compared to the Statistics Center 
of Iran data was about 240 hectares. This difference was 
due to the drying up of garden lands.  
 
Table 2. Fertile cultivable horticultural land area 
(irrigated/dry farming) in the rural settlements in the 
study area per hectare from 1973 to 2013 

Row  Village  1973 1983 1993 2003 2013 

1 Cheshin  0 20 24 60 54 
2 Cheshmeh 

Malek 

27 17 19 45 40 

3 Silvar  50 33 27 35 31 
4 Tafrijan 6 63 79 67 55 
5 Sangestan  200 57 33 54 50 
6 Shourin  100 62 57 82 72 
  The 

villages 
converted 
into a city 

1377 1274 1184 976 912 

 Total  1760 1526 1423 1319 1214 

 
4. Conclusion  
 

It is essential to study spatial evolution and change in 
agricultural land use, which changes slowly and which 
elements change more rapidly. This study found that 
agricultural (agricultural and horticultural) land had no 
significant changes to other areas. However, lands 
without vegetation (rock mass) and pasture have 
changed to a lesser extent. Also, the roads' width is 
noticeable with the increase in construction and the 
entrance of buildings to the roadside. Because of the use 
of the road, there has been no significant increase 
periphery Hamadan. The sharp increase in urban and 
residential construction has led to a decrease in arable 
and garden land and an increase in land abandoned.  
Another reason for urban sprawl in the study area is the 
expansion of the roads. The development of roads and 
public transport has made it easier and less time-
consuming to move the rural and urban areas. People go 
to urban centers for work and money every day and 
return to their neighborhoods at night to settle in the 
suburbs.  
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According to the study’s findings, rural immigrants 
who come to the area's central city, whose income level 
does not meet the city’s cost, turn to suburbs where 
economic conditions are more favorable. It is noteworthy 
that, due to ethnic and religious beliefs, many rural 
residents in some settlements close to the city did not 
wish to sell the land. The sprawl in the study area was 
discrete. More urban and rural sprawl has also occurred 
in settlements with greater intrinsic capacity in irrigated 
land abandoned and more fragmented agricultural lands. 
For this reason, the influx of population in these rural 
hubs is accompanied by discrete urban sprawl. Discrete 
sprawl periphery of the urban area in the study area has 
led to a severe decline in agricultural land resulting in 
severe agricultural instability and numerous 
environmental and socio-economic issues. Also, it has 
changed the economic performance of the villages from 
agricultural to non-productive and mainly false services, 
which has had many negative spatial and socio-economic 
consequences. 

Therefore, the local government will abandon 
previous measures of centralized residential policies, 
separate urban and rural planning with a “top-down” 
approach to Urban expansion, and thus intensify the 
discrete urban sprawl. Policies and measures are needed 
to integrate the local government's urban and rural land 
use planning to prevent this process from continuing. To 
preserve the environment of rural settlements periphery 
the city, sustain their natural, social and economic 
dimensions, and preserve valuable agricultural land, the 
local government must enforce rigorous and stringent 
land-use change laws and strict controls. On such 
constructions, it will prevent any exploitation of 
landowners and speculators in destroying such areas.   
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 The relief of the earth’s surface is the result of a continuous interaction of endogenous and 
exogenous forces. This law follows from the general provisions of materialistic dialectics about 
the unity and conflict of opposites and expresses the basic axiom of geomorphology about the joint 
action of the main forces of morphogenesis. The purpose of the study is to analyze the distribution 
and dynamics of exodynamic processes that form ecogeomorphological conditions under the 
influence of natural and anthropogenic factors. Natural factors include endogenous, such as mud 
volcanism, modern tectonic movements, buried high, tectonic faults on sediments and the 
crystalline basement of the territory, exogenous, such as linear and planar erosion, deflation and 
eolian accumulation, waterlogging, salinization, abrasion, floods, anthropogenic, such as irrigation 
erosion, intensive grazing, exploitation of oil and gas fields, production of building materials, 
accelerating unfavorable exodynamic processes.In the study, land use and land cover maps were 
composed using supervised and unsupervised classification, and different normalized vegetation, 
humidity, salinity and erosion indices were built using a combination of red, infrared, shortwave 
infrared spectral channels of the Landsat space image taken in 1976-2017 on the base of 
aerospace methods and GIS technologies. Based on the interpretation of satellite images and a 
digital terrain model, the flood process on the Kura and Araz rivers in May 2010, which caused 
serious damage to the country's economy, was analyzed in detail. The total area of flooding was 
calculated and the degree of flooding of settlements was assessed. In different years (1976-2017), 
reductions in the areas of fluvial, arid-denudation and accumulative processes (linear and surface 
erosion, salinization, deflation and aeolian accumulation, etc.) were revealed based on the analysis 
of compiled maps of land use and land cover and the construction of normalized vegetation, 
humidity, salinity and erosion indices. This was due to the expansion of arable land due to 
anthropogenic activities. 

 
 
 
 
 

1. Introduction  
 

The unity of endogenous and exodynamic processes 
on the earth's surface is formed by landscape forms of the 
earth's crust and geomorphological formations of the 
environment. Exodynamic processes are activated as a 
result of a number of natural factors, such as: 
seismotectonic, tectonic-geomorphological, geological-
lithological, hydrogeological and climatic (Fedotov 2019; 
Jashi et al. 2012). Exodynamic processes of 
morphogenesis, characterized by high destructive and 
creative activity, significantly changed the initial 
appearance of morphostructures formed as a result of 
endogenous processes, which led to the emergence of 

new morphogenetic types of relief - morphosculptures 
(Chalov 1988). Exodynamic processes interacting with 
static and endodynamic relief factors, as well as other 
components of the physical and geographical conditions 
of the area, play an important role in the formation of the 
ecological and geomorphological conditions of the area 
(Khalilov, Gasimov 2017). The nature and intensity of 
exogenous processes depend on tectonic movements, 
surface slope, rock lithology, climatic conditions, 
hydrographic network, vegetation, etc. sedimentation 
(accumulation) took place in negative landforms with a 
small slope. With the weakening and stabilization of 
tectonic movements, the destructive and constructive 
activity of exogenous processes is gradually balanced, 
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planation and smoothing of the relief occur (Shirinov 
1973). Exodynamic processes that represent 
geomorphological risk and danger in the study area 
include floods, coastal erosion, gully erosion, surface 
runoff, clayey karst, deflation, eolian accumulation, 
salinization, and waterlogging. There are constructive 
relief-forming processes of exogenous origin, such as 
alluvial, alluvial-proluvial, alluvial-deltaic, alluvial-lake-
former river beds, deluvial, proluvial-deluvial, alluvial-
marine accumulation. 
 

2. Method 
 

The purpose of the study is to analyze the distribution 
and dynamics of exodynamic processes that form 
ecological and geomorphological conditions under the 
influence of natural and anthropogenic factors. To 
achieve this goal, the following tasks were performed: 1) 
literary sources were analyzed, the reasons for the 
formation and distribution patterns of exodynamic 
processes that create geomorphological risks were 
studied; 2) an information base was created consisting of 
Landsat satellite images relating to 1976-2017, a digital 
elevation model (SRTM); 3) The gradations of surface 
(exodynamic) processes were determined, reflecting the 
degree of influence on ecological and geomorphological 
conditions; 4) On the basis of cartographic 
generalization, the total area of exodynamic processes in 
the study area was determined. 

In the study, supervised and unsupervised 
classification was performed. Maps of land use and land 
cover were composed, vegetation, humidity, salinity and 
erosion indices were built, the flooding process on the 
Kura and Araz rivers in May 2010 was analyzed based on 
the analysis of satellite images, a digital elevation model 
and using GIS technologies. The total area of flooding was 
calculated and the degree of flooding of settlements was 
assessed.  

 
2.1. Flood monitoring 

 
Flood processes that occurred in May 2010 were 

studied on the basis of unsupervised classification of the 
Landsat-5 TM satellite image (2010) with a resolution of 
30 m in the spectral channels: near-infrared (0.76-0.90 
μm), mid-infrared (1.55-1.75 µm) and red (0.63-0.69 µm) 
and digital terrain model (SRTM) analysis. 

 
2.2. Vegetation, humidity, salinization and erosion 

indices  
 
The study also calculated the vegetation index (1), 

which indicates the density of vegetation on the site, and 
identified areas with sparse vegetation (in the range: -1-
0.2) and relatively dense (in the range: 0.2-1) gradations: 
 

NDVI = (NIR - RED) / (NIR + RED) (1) 
 

During the study, the normalized differential 
humidity index (2) was calculated for the summer season 
of 2002 and 2017: 
 

NDMI = (NIR - SWIR-1) / (NIR + SWIR-1) (2) 

To analyze the dynamics of salinity in the study area 
for 1976-2017. the normalized differential salinity index 
was established (3): 
 

NDSI = (RED-NIR) / (RED+NIR) (3) 
 

In order to conduct a comparative analysis of areas 
where erosion, salinization and clayey karst processes 
occur in the area, the exposure index (4) was used: 
 

NBaI = (NIR –SWIR-1) / (NIR + SWIR-1) (4) 
 

In formulas (1)-(4): NIR - near infrared, RED - red, 
SWIR - shortwave channel of the spectrum. 
 
 
2.3. Land-use land cover map  
 

The study provided a supervised classification of 
multispectral space images Landsat 2 MSS (1976) and 
Landsat 8 OLI & TIRS (2017) at wavelengths of near 
infrared (NIR - 0.7-0.8 μm), red (Red - 0.6-0.7 µm) and 
green (Green) (0.5-0.6 µm). 
 
3. Results  
 

In different years (1976-2017), reductions in the 
areas of fluvial, arid-denudation and accumulative 
processes (linear erosion, surface washout, salinization, 
deflation and aeolian accumulation, etc.) were revealed 
based on the analysis of compiled maps of land use and 
land cover and the construction of normalized indices 
vegetation, humidity, salinity and erosion. This was due 
to the expansion of arable land due to anthropogenic 
activities. 

In areas of intense uplift, valley erosion is developed, 
in areas with a small slope subject to subsidence, lateral 
erosion is developed (Shirinov, 1973). They are found in 
the cones of rivers and their tributaries, in the valleys of 
the Kura and Araz rivers and in the foothills. 

Ravine erosion together with clayey karst led to the 
formation of areas with the so-called badlands, 
characterized by high ecological and geomorphological 
tension, devoid of soil and vegetation, completely 
unsuitable for economic purposes (Shirinov, 1973). We 
explain this with breccias of mud volcanoes, 
characterized by a high degree of mineralization, flowing 
in the foothills along a dense network of ravines 
developed on the northeastern slope of the depression 
and causing salinization in these areas. 

Gorge erosion is developed in areas with weak 
tectonic uplift and a relatively humid climate (warm-
temperate climate with 400-600 mm of precipitation per 
year, dry winters). The soil and vegetation in these areas 
are not completely degraded, but partially preserved 
(Shirinov, 1973). In our opinion, gully erosion is 
characterized by moderate ecological and 
geomorphological intensity compared to gully erosion. 

According to observations, planar washout in all flat 
and adjacent areas is subject to relative uplift and lacks 
conditions for accumulation (a slight slope, the presence 
of silt and a small amount of surface runoff) (Shirinov, 
1973). We explain this with the flow of water covering 
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the surface with a thin layer and leading to erosion of the 
fertile soil layer. 

The Kura-Araz lowland and adjacent areas were a 
zone of marine and continental accumulation, inherited 
from the Pliocene and Quaternary period. There are the 
following genetic types of accumulation prevailing in the 
study area according to their origin: alluvial, alluvial-
proluvial, proluvial, proluvial-deluvial, deluvial, marsh-
lake, lake, eolian and saline. In the study area, the area of 
alluvial accumulation is limited in the deposits of modern 
river valleys (Kura, Araz and their tributaries), alluvial-
proluvial is limited in river fans, and the accumulation of 
proluvial, proluvial-deluvial and deluvial deposits is 
limited in the foothills and low-slope areas of the plain 
(Shirinov, 1973). 

Floods in the valleys of the Kura and Araz rivers and 
their tributaries in March-June are characterized as a 
destructive natural process. 33.3% of cities and towns, 
44.1% of rural settlements, 29.8% of agricultural land, 
53% of transport roads, 62.2% of the collector-drainage 
network, 45.6% of irrigation canals were periodically 
flooded. In general, during the floods in 2000-2010, the 
economy of the republic was damaged in the amount of 
1.9 billion dollars (66.7% of which was due to floods that 
occurred only in 2010) (Musayeva, 2013). Flooding in the 
lower reaches of the Kura River, in 2003 alone, caused 
about $65 million in damage to the population (Budagov 
et al. 2008). 

Eolian processes in the form of deflation and eolian 
accumulation are widespread in areas characterized by 
arid climate, strong winds, poor vegetation cover, salinity 
of surface sediments (Shirinov, 1973). As a result of the 
deflation process, over large areas suitable for use as 
winter pastures, the soil cover loses its fertility and 
productivity, and in some cases, as a result of complete 
absorption, loose sediments that are not resistant to 
denudation have formed. Fine dust particles with a high 
degree of mineralization, carried by the wind from salt-
ridden lands, settle in the adjacent territories, as well as 
in the sown fields, causing salinization of these territories 
as a result of eolian accumulation. According to our 
observations, eolian accumulation creates positive 
landforms such as sand dunes and dunes. 

Approximately 60% of the lands of the Kura-Araz 
lowland, which make up an area of 2.2 million hectares, 
consist of medium and highly saline soils (Mammadov, 
Khalilov, 2005). In our opinion, both natural and 
anthropogenic factors influence the development of 
salinization in the deposits of the Kura-Araz lowland and 
adjacent territories. Natural factors include arid climatic 
conditions (temperate semi-desert and dry steppe 
climate), a high degree of mineralization and filtration 
capacity of sediments, the proximity of water-resistant 
strata and groundwater to the surface, and 
anthropogenic factors include irrigation measures 
without taking into account physical and geographical 
conditions (irrigation water infiltration into unconcrete 
canals and subsequent rise in groundwater levels). 

Underground erosion (clay karst) in the Kura-Araz 
lowland and adjacent territories is observed in the areas 
of occurrence of Pliocene sandy-argillaceous deposits, 
mud volcanic breccias and deluvial clays. 

Floods and inundations in the Kura and Araz rivers in 
May 2010 were analyzed by us on the basis of 
uncontrolled and controlled interpretation carried out 
on the Landsat-5 TM satellite image (Fig. 1). According to 
the calculations performed on the digital elevation model 
(SRTM), the absolute height in the flooded areas varies in 
the range: -27-0 and 0-219 m, the average height is -
14.88 m, the slope varies in the range of 0-40°, and the 
average the slope reaches 0.98°. In total, more than 610 
sq.km of the study area was found to be flooded by the 
waters of the Kura and Araz rivers. More than 26 sq.km 
of the flooded area, falls on 159 settlements (9 cities, 5 
towns, 145 villages) with a population of more than 565 
thousand people (2009). The degree of flooding of 
settlements was calculated (Table 1). 
 
Table 1. Flooding of settlements in 2010 

D
eg

re
e 

C
it

y 

Se
tt

le
m

en
t 

V
il

la
ge

 

C
o

m
m

o
n

 

P
o

p
u

la
ti

o
n

 

S,
 k

m
2
 

Weak 8 2 121 131 456788 7,25 

Moderate 
 

1 2 11 14 91271 8,61 

Medium 
 

- 1 4 5 7950 2,37 

High - - 9 9 9330 8,34 

Sum 9 5 145 159 565339 26,6 

 

 
Figure 1. Flooding process in Kura-Araz lowland in May, 
2010 
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4. Conclusion  
 

Due to anthropogenic influence, the area of fluvial, 
arid-denudation and accumulative processes in the 
territory is decreasing. Based on the interpretation of the 
satellite image, it was revealed that as a result of the flood 
that occurred in May 2010, more than 610 sq.km of the 
territory adjacent to the floodplains of the Kura and Araz 
rivers were flooded and caused enormous damage to the 
population. The degree of flooding was assessed by the 
area of flooding of 159 settlements and four degrees 
were divided: weak, moderate, medium and high. 9 
settlements with a population of about 10 thousand 
people were classified as high, as more than 30% of the 
area of these settlements were flooded. According to the 
interpretation and comparative analysis of space images, 
the area of erosion, salinization and eolian processes for 
1976-2017 decreased by 2596.0 sq.km, and the average 
annual decrease for 41 years reached 63.32 sq.km. The 
average annual decrease of exodynamic processes in the 
study area was 25.26 sq.km according to the estimated 
vegetation index (NDVI) for 1976-2017, 30.01 sq.km 
according to the salinity index (NDSI), 80.77 sq.km 
according to the moisture index (NDMI), 192.43 sq.km 
according to the erosion index (NBaI).  

In conclusion, let us note that anthropogenic 
influence plays an important role in the development of 
such processes as salinization, waterlogging, etc. The 
failure of main, inter-farm and intra-farm canals, as well 
as improper irrigation and drainage, led to the 
infiltration of irrigation water into irrigated areas, an 
increase in the level of groundwater, swamping and 
salinization processes. In conclusion, we note that all 
harmful exodynamic processes create geomorphological 
risk and danger. But the potential damage can be quite 
different. The whole complex of these exodynamic 
processes leads to desertification. This study can serve as 
a theoretical and practical basis for monitoring and 
taking measures to protect the environment in various 
areas with similar environmental problems. 

In order to regulate the level of groundwater and 
prevent the development of the processes of re-

salinization and waterlogging caused by them in the 
study area, abandoned, main and inter-farm canals and 
collectors should be concreted, drip irrigation should 
also be introduced, and in areas with intensive 
development of wetlands and saline lands to expand a 
closed horizontal collector-drainage system and vertical 
drainage to flush soils. 
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 The spatial variation of several dynamic chemical soil characteristics is greatly influenced by 
land cover and land use. High-accuracy land use and land cover (LULC) classification have 
enormous promise for temporal scale evaluation of soil characteristics. The study aims to 
evaluate the performance of linear and non-linear classification methods in determining land 
cover classes by using remotely sensed time-series Landsat 8 OLI satellite data in an area 
where semi-arid agricultural activities are active. Four LULC classes were identified, and 
Landsat 8 images were classified using three supervised machine learning classifiers. When 
the producer’s accuracy, user’s accuracy, overall accuracy, and Cohen kappa coefficient were 
taken into account, it was observed that support vector machines (SVMs) and random forest 
(RF) algorithms produced more accurate results than multinomial logistic regression (MNLR). 
The SVMs had the highest overall classification accuracy of 96.00 % and a kappa coefficient of 
0.93 on the test set. It is recommended to compare the efficiency of satellite data with different 
spectral and spatial resolutions. 

 

 
 
 
 
 

1. Introduction  
 

Analysts and decision-makers in government, civil 
society, industry, and finance rely on land use/land cover 
(LULC) maps to keep tabs on global environmental 
change and assess the risk to long-term livelihoods and 
development (Karra et al. 2020). Typically, land use 
classification schemes include agricultural areas, forests, 
grassland, water, and artificial regions.  Land-use type 
information is critical for the spatial study of soil 
attributes because it reflects the different effects of 
organism-associated factors on soil (Yigini et al. 2018; 
Shi et al. 2021). Land cover/land use maps can be 
beneficial for constructing land-use sensitive contextual 
indicators of soil and ecosystem health that are valid for 
spatially explicit monitoring of ecosystem health (Vågen 
et al. 2016). Land use maps are an important 
determinant in the spatial prediction of soil organic 
carbon in Mediterranean biogeography (Schillaci et al. 
2017) Land use data collected during soil sampling can 

serve as training examples for land use classification. 
With this format, the land use maps that are eventually 
produced can be beneficial for the qualitative assessment 
of soil scientists.  

In different geographies, machine learning algorithms 
enabled the generation of large-scale spatial maps with 
the integration of remote sensing, taking into account a 
certain number of field observations (training data) to 
map land use and land cover classes (Shih et al. 2019). In 
this regard, considering the complexity of geography, 
algorithms that have the potential to reveal linear and 
nonlinear relationships are studied comparatively and 
their results are evaluated (Bouaziz et al. 2017). 

This research focused on the application and 
evaluation of different classification algorithms in 
obtaining LULC in Northeast Iran. It was conducted to 
test the potential of machine learning algorithms to 
classify LULC in areas where active agricultural 
production is maintained in arid regions.  
 

http://igd.mersin.edu.tr/2020/
https://orcid.org/0000-0003-3330-6500
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2. Method 
 

2.1. Study area 
 

The investigated area was located in northeastern 
Iran. This area was selected because of the importance of 
agriculture in this region. Rain harvested water 
collection ponds, which are particularly useful in Iran's 
dry regions and may be found in abundance in the study 
area, also play a significant role in the study. This covers 
an area of approximately 85 km2 located between the 
coordinates of UTM Northern Zone 40, epsg:32640, 
3992370 to 4005540 North, and 668891 to 687491East 
(Fig. 1). The climate is characterized as semi-arid with a 
mean daily temperature of 14.5 °C and mean annual 
precipitation of 233.7 mm. 
 

 
Figure 1. Location of the study area: Landsat 8 natural 
colors (right); Geographical location in Iran (left) 
 

2.2. Remote sensing data 
 

The Landsat 8 OLI science products multispectral 
data used in this study was acquired from 
https://earthexplorer.usgs.gov on 30 June 2018, 03 July 
2019, 21 July 2020, and 25 August 2021. Before using 
data from Collection 2 Landsat Level-2 surface 
reflectance, a scaling factor must be applied. Landsat 
Collection 2 has a scale factor of SR 0.0000275 and an 
extra pixel offset of -0.2. (Sayler and Zanter 2021). ArcGIS 
10.8-Arctoolbox-related tools (ESRI, 2021) were utilized 
for the visualization in this study. 
 

2.3. Data collection 
 

Observational data from the ground were gathered 
from the study region. In addition, the dataset was 
determined by photo-interpreting the "historical 
images" in Google Earth®, which was then used to 
classify the dataset. A total of 1323 observations 
representing four land cover types were gathered (Table 
1). The land cover class was determined using the 
CORINE level 1 classification nomenclature (CLC 2018; 
Kozstra et al. 2019). The land use map was created using 
band 2-7 averages of four linked Landsat 8 OLI images. 
We used Multinomial logistic regression (Venables and 
Ripley 2002), Support vector machines (Meyer et al. 
2020), and Random Forest (Liaw and Wiener 2002) 
algorithm from machine learning algorithms that give 
reliable results in producing land cover or land use maps.  
 

2.4. Modelling process 
 

For classification analyses, the sampled dataset was 
split into two subsets of training and then tested. Yigini 

et al. (2018) recommended splitting criterion of 70% (n 
= 926) for training and 30% (n = 397) for validation. 
Similar data splitting techniques have been common 
practice in land cover classification studies (Thenkabail 
et al. 2021). Classification results were evaluated by 
considering general accuracy and kappa coefficients 
(Congalton, 1991). R Core Environment and related 
packages were used for data extraction, modeling, and 
spatial mapping (R Core Team 2022). The 
methodological flow chart is present in Fig. 2. 
 

 
Figure 2. Flowchart of the methodology of the study 
 
Table 1. Number of observations in the training and test 
sets 

Class_Type TRAINING TESTING 

Arable Lands 316 145 

Artificial Surfaces 105 46 

Permanent Crops 453 181 

Water Bodies 52 25 

 
The spectral signatures from the investigated classes 

are shown in Fig. 3, where it can be seen that arable lands 
and artificial surfaces have similar values, while 
permanent crops and water bodies have significantly 
lower spectral values in all bands, except for the 
permanent crops in band 5. The peak of the reflection in 
the 5th band must have occurred due to the chlorophyll 
content. This is an expected result for permanent crops. 
 

 
Figure 3. Spectral profile of land cover classes 
 
3. Results  
 

The results from the investigation made in this study 
are presented in Fig. 4, while the accuracy assessment 
results are in Table 2. In this study, we compare three 
different machine learning algorithms for producing land 
cover over the semi-arid area in Iran. For this purpose, 
we have classified the study area into four classes, Arable 
land, Artificial surfaces, Permanent crops, and Water 

https://earthexplorer.usgs.gov/
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bodies. The accuracy assessment from the training set 
showed high accuracy using the RF classifier, followed by 
SVM. MNLR performed last, especially in the water class, 
where the producer accuracy was 62%. The testing set, 
on the other hand, showed the best result with the SVM 
algorithm, followed by RF. Here also MNLR performed 
last. Permanent crops were classified with the highest 
accuracy in all tested models, followed by arable lands, 
and artificial surfaces. Water class was classified with 
poor accuracy.  
 
Table 2. Comparisons of the performance of random 
forest (RF), support vector machines (SVM) and 
multinomial logistic regression (MNLR) models for the 
training and the validation datasets (O: Overall, A: 
Accuracy, P: Producer’s, U: User’s) 

Model Class [1] 
TRAINING SET 
PA UA OA Kappa 

RF 

Arable land 100 100 

100 1.00 

Artificial 
surfaces 

100 100 

Permanent 
crops 

100 100 

Water bodies 100 100 

MNLR 

Arable land 94 91 

93 0.88 

Artificial 
surfaces 

84 88 

Permanent 
crops 

98 97 

Water bodies 62 79 

SVM 

Arable land 100 97 

99 0.97 

Artificial 
surfaces 

93 100 

Permanent 
crops 

100 100 

Water bodies 87 98 

Model Class 
TESTING SET 
PA UA OA Kappa 

RF 

Arable land 96 91 

93 0.88 

Artificial 
surfaces 

74 92 

Permanent 
crops 

98 97 

Water bodies 72 79 

MNLR 

Arable land 96 91 

92 0.87 

Artificial 
surfaces 

81 87 

Permanent 
crops 

97 97 

Water bodies 57 74 

SVM 

Arable land 100 96 

96 0.93 

Artificial 
surfaces 

83 100 

Permanent 
crops 

99 98 

Water bodies 76 76 

 
4. Discussion 
 

In this study, we use Landsat – 8 data for land use 
mapping of four different classes in a semi-arid area in 
Iran. For this purpose, we use three different machine 
learning algorithms, RF, MNLR, and SVM. For the 
classification, we use a dataset of 1323 points collected 
from the field and high-resolution imagery. The dataset 

was divided into 70% samples for training and 30% for 
testing.  

The results showed the significant success of both 
SVM and RF algorithms in the classification accuracy 
assessment parameters.  Surprisingly, the water class 
was the least accurate classified class. Due to the water 
sensitivity in the green and NIR bands, water is usually 
classified with high accuracy.  It is possible that the 
accumulated water has been inactive for a certain period 
and has affected the reflection as a result of the 
development of biological organisms due to the high 
organic content (Fig. 3). However, in our study area, not 
many water bodies can be found. Thus, the training and 
testing data for the water class is very limited. The water 
bodies might be also confused with freshly watered 
croplands, thus, lowering the producer and user accuracy 
of the water class, and affecting the overall classification 
accuracy. This problem might be solved using higher 
spatial resolution imagery, like Sentinel-2, or fusing 
Landsat-8 and/or Sentinel-2 with Sentinel-1, a 
microwave active radar sensor, which is very sensitive to 
water bodies.  Also, for relatively small areas like the one 
selected in the presented study, a UAV of high-spatial 
resolution imagery might be considered for more 
accurate mapping. However, as UAV and high-resolution 
imagery require additional funding, and are more time-
consuming for processing, the results obtained in this 
study are sufficient for drawing a general frame of the 
study area.   
 
5. Conclusion 

 
This study investigates different machine learning 

algorithms for land cover classification. We have selected 
a relatively small area in Iran for this purpose, using 
Landsat-8 imagery. The four investigated classes were 
Arable land, Artificial surfaces, Permanent crops, and 
Water bodies. Two of the investigated algorithms 
showed high and similar results, RF and SVM. MNLR on 
the other hand performed last in the overall accuracy and 
the single class assessment. As there are small water 
bodies in the study area, the accuracy of the water bodies 
was not as high as in the other classes. Considering that 
the water in the area is rain harvested water collection 
ponds, organic developments are expected to be high. 
Nature is dynamic and has a complex interaction within 
itself. When it comes to the detection and identification 
of natural objects, the selection of satellite images and 
band preferences affect accuracy more than classification 
methods. The capability of approaches based on simple 
mathematics or complex algorithm is controversial. For 
future studies, we recommend using imagery with higher 
spatial and temporal resolution, such as Sentinel-2, and 
for the water bodies, Sentinel-1 can be considered, as it 
is highly sensitive to water areas. 
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Figure 4. Comparison between a) MNLR, b) RF, and c) 
SVM classification results for land cover types 
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 In this study, 28-year change of land cover in Konya Closed Basin between 1990-2018 was 
examined with CORINE data and mapped with geographic information systems. In addition, 
using the obtained data and linear regression method, predictions were made for the years 
2024, 2030 and 2036. As a result of the study, it was seen that the biggest changes in the Konya 
Closed Basin were in the wetlands. In addition, artificial areas have also increased 
significantly. With the decrease in water areas, it has been seen that the basin may face 
drought problems in the future. As a result of the negative linear relationship in 
agricultural areas, it was observed that while the cultivated areas decreased, the uncultivated 
areas increased. On the other hand, there has been a slight decrease in forest areas. 

 
 
 
 

 
 
1. Introduction  

 

The land change of the world has been going on for 
centuries. It has always been a difficult issue for 
humanity to adapt. Science tried to understand and make 
sense of this land change, but these studies were very 
incomplete due to the inadequacy of technology. 

CORINE (Coordination of Information on the 
Enviroment), is the land cover and usage data produced 
by computer aided visual interpretation method over 
satellite images according to the Land Use and Land 
Cover Use (LULC) Classification determined by the 
European Environment Agency. Launched in 1985, the 
project aimed to gather information for the European 
Union. In 1994, the European Environment Agency 
included the project in its program. The project, which 
covers an area of approximately 5.8 million km² and 
includes 39 countries, is responsible for collecting 
impartial information about the environment (LULC 
2022). 

When some important studies in the literature are 
examined Ateşoğlu (2016), 2006 CORINE data and the 
western Black Sea Region, Aegean coasts and Central 
Anatolian Google Earth data were compared and it was 
determined that the similarities were low. Başayiğit 
(2004),  a land use map was created in the Isparta region 
by using the landsat data of the year 2000. Bayar and 

Karabacak (2017), using the 2000, 2006 and 2012 
CORINE data, the land change of Ankara province was 
examined and predictions were made for 2030 according 
to the Puyravaud formula. Butner et al. (2004) described 
the methodology of CORINE databases. The results reveal 
significant land cover changes in some countries. Gençer 
and others (2015), Lake Eğirdir was compared using the 
Spot-4 satellite image and the CORINE 2006 map. It was 
concluded that the 2006 CORINE information should be 
updated for the whole of Turkey. Gezici and Maktav 
(2012), change analysis was made in Konya province by 
using landsat images of 1985, 2000 and 2011. The results 
obtained in this study showed that controlled and 
uncontrolled classification methods can be used 
effectively in the monitoring and management of the 
urbanization process. Özür and Ataol (2018) applied 
CORINE data in different parts of Turkey and emphasized 
the deficiencies of the project data in terms of resolution, 
accuracy, currency, and classification. Sarı and Özşahin 
(2016), within the scope of the study, the changes that 
took place in Tekirdağ province between 2000 and 2015 
and the reasons for these changes were investigated. It 
has been determined that the most obvious change is in 
continuous city structures.  

In this study, unlike the literature, LULC maps and 
change as well as future LULC situations were tried to be 
estimated. 
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2. Method 
 

In this study, satellite images and utilities were used 
to observe and analyze the changes in Konya Closed 
Basin in different years. CORINE land cover 1990 to 2018 
maps were used. The workflow of this study is given in 
Figure 1. 
 

 
Figure 1. Work flow chart 
 

2.1. Study area 
 

Konya Closed Basin is located in the Central Anatolian 
borders of Turkey and covers 7% of the country with an 
area of approximately 5 million hectares (Özür and Ataol 
2018). It is located between latitudes 36°51' N and 
39°29' N, longitudes 31°36' and 34°52' E. The main river 
basins of Turkey are given in Figure 2 and the Location of 
Konya Closed Basin in Figure 3. 
 

 
Figure 2. Major River Basins in Turkey 
 

 
Figure 3. Konya Closed Basin 

3. Results  
 

The maps of Konya Closed Basin in different years 
were prepared in the ArcGIS program using CORINE data 
and their areas were calculated. The classification map of 
the Konya Closed Basin in 1990 is given in Figure 4. 
 

 

 
Figure 4. Classification of the year 1990 

 
The classification map of the Konya Closed Basin in 

2018 is given in Figure 5. 
 

 

 
Figure 5. Classification of the year 2018 
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The areas are gathered under 5 general headings a is 
given in Table 1. 
 
Table 1. CORINE Areas of Konya Closed Basin 

 
Using the analysis, the areas that are likely to occur in 

the coming years were calculated with the linear 
regression method. The data obtained as a result of this 
method are given in table 2 for each title. 
 
Table 2. Linear Regression Data 

 

The estimation of 2024, 2030 and 2036 using linear 
regression data is given in Table 3. 
 
Table 3. Forecasts for the coming years 

 
Graphs were created for the found areas. These 

graphs are given in Figure 6, Figure 7, Figure 8, Figure 9, 
and Figure 10. 
 

 
Figure 6. Artificial Surfaces of Konya Closed Basin 
 
 

 
Figure 7. Agricultural Areas of Konya Closed Basin 
 

 
Figure 8. Forest Areas of Konya Closed Basin 
 

 
Figure 9. Wetlands of Konya Closed Basin 
 

 
Figure 10. Water Bodies of Konya Closed Basin 
 

4. Conclusion  
 

As a result of this research, it was seen that artificial 
areas increased rapidly and these artificial areas were 
mostly formed as a result of the expansion of city centers. 
Artificial areas, which covered approximately 81 

Year Artificial 
Surfaces (ha) 

Agricultural 
Areas (ha) 

Forest 
Areas(ha) 

1990 81,230 2,779,074.42 1,866,756.45 

2018 111,503.75 2,825,881.77 1,662,546.78 

Year Wetlands(ha) Water 
Bodies(ha) 

 

1990 74,589.08 190,191.54  

2018 207,584.14 184,325.28  

 R² Intersection 
Coefficient 

Year 
Coefficient 

Artificial 
Surfaces 

0.9469 -1977327 
 

1035,63 

Agricultural 
Areas 

0.7414 -1317939,7 2056,66 

Forest 
Areas 

0.7800 19261604,28 -8734,23 

Wetlands 0.7229 -11545993 5833,92 

Water 
Bodies 

0.8380 571495.7 -191,98 

Year Artificial 
Surfaces (ha) 

Agricultural 
Areas (ha) 

Forest 
Areas(ha) 

2024 118,807.21 2,844,750.80 1,583,509.54 

2030 125,021.05 2,857,090.79 1,531,104.12 

2036 131,234.88 2,869,430.78 1,478,698.70 

Year Wetlands(ha) Water 
Bodies(ha) 

 

2024 261,861.52 182,912.47  

2030 296,865.05 181,760.54  

2036 331,868.57 180,608.62  
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thousand 230 hectares and 1.63% of the total catchment 
area in 1990, reached 111 thousand 500 hectares in 
2018. This area corresponds to 2.23% of the total basin. 
As a result of the calculations, if the increase continues at 
the same rate, it is predicted that there will be 131 
thousand 234 hectares of artificial land in 2036. With this 
number, artificial areas will cover 2.63% of the total 
catchment area in 2036. In agricultural areas, reductions 
were observed in all areas except irrigated arable land. 
The biggest decrease is in rice fields, while there were 30 
thousand 428 hectares of rice fields in 1990, this number 
was only 354 hectares in 2018. On the other hand, there 
is an increase of approximately 250 thousand hectares in 
28 years in irrigated arable land. Agricultural lands, 
which covered 55.67% of the total basin with 2 million 
779 thousand hectares in 1990, became 2 million 825 
thousand hectares with an increase of 55 thousand 
hectares in 2018. In 2018, agricultural areas constitute 
55.61% of the basin. It is predicted by the analysis that 
agricultural lands will reach 2 million 869 thousand 
hectares and 57.48% of the total basin area in 2036. A 
slight increase was observed in broad-leaved and 
coniferous forests in forest areas. Arid vegetation has 
increased from 39 thousand 333 hectares to 94 thousand 
545 hectares in 28 years. On the other hand, natural 
grasslands, bare cliffs and sparse vegetation areas have 
experienced a great decline. While there was 1 million 
866 thousand hectares of forest area in Konya Closed 
Basin in 1990, approximately 200 thousand hectares of 
forest were lost in 2018 and 1 million 662 thousand 
hectares of forest area remained. With this decrease, the 
forest areas that covered 37.40% of the total area in the 
basin in 1990 could have an area of 33.31% in 2018. As a 
result of the analyzes, it is predicted that forest areas will 
have 1 million 478 thousand hectares in 2036. This area 
will be equivalent to 29.62% of the total catchment area. 
With proper city planning, unplanned urbanization can 
be reduced and thus cities can be prevented from 
occupying forest areas. Wetlands have been the land 
cover in which the highest increase has been observed in 
this 28-year period. Particularly, the withdrawal of water 
bodies as a result of drought in the basin and leaving 
swamps as a result of these withdrawals have been 
effective in this area increase. Salt marshes, which were 
hardly observed in 1990, reached 151,901 hectares in 
2018. The total wetlands in 1990 was 74 thousand 589 
hectares. This area is equal to 1.49% of the area in the 
basin in 1990. In 2018, the wetlands was 207 thousand 
584 hectares with an increase of approximately 3 times, 
which is equal to 4.16% of the total area. With the 
analyzes made, it has been seen that this area will reach 
331 thousand 868 hectares in 2036. Under the conditions 
at that time, this number would be equivalent to 6.65% 
of the total area. Water bodies have decreased with the 
effect of drought and unconscious agriculture. While 
there were 190 thousand 191 hectares of water bodies in 
1990, 184 thousand 235 hectares of water bodies 
remained in 2018. n this process, some lakes such as Lake 
Meke dried up and with the withdrawal of Tuz Gölü, large 

salt marshes were formed. While wetlands accounted for 
3.81% of the total basin in 1990, it decreased to 3.69% in 
2018. In line with the analyzes made, it has been 
predicted that the decrease in wetlands will continue 
steadily and 180 thousand 608 hectares of wetland will 
remain in 2036. This area will be equivalent to 3.62% of 
the total basin. Efforts should be made to prevent 
unconscious agricultural irrigation, and the drought that 
will occur due to global warming should not be fueled by 
incorrect irrigation. Farmers can be trained on this 
subject and the amount of water used in agricultural 
areas can be better controlled.  
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1. Introduction  
 

Urbanization is a leading factor responsible for land 
use/land cover change, where vegetation cover is 
replaced with buildings and impervious surfaces like 
concrete and asphalt, which are responsible for higher 
temperature in urban areas (Sadroddin et al., 2015). 
Reduction in vegetation cover as a result of urban 
expansion and increase in human activities increase 
Land Surface Temperature (LST) (Bokaie et al., 2016; 
Pal and Ziaul, 2017; Yin et al., 2020). LST changes due to 
alteration of urban surface albedo, roughness and heat 
flux exchanges (Estoque et al.,2017; Singh et al., 2017; 
Zhu et al., 2022). Buildings and impervious surfaces in 
the urban built-up areas store and emit heat resulting in 
the increase in sensible heat flux and decrease in the 
latent heat flux compare with the pervious and 
vegetated surfaces (Liu et al., 2012; Zhan et al., 2012; 
Rogan et al., 2013). High temperature causes human 
discomfort and increases disease and mortality (Basara 

et al., 2010; Sadroddin et al., 2015). For instance, in 
2003, there was an increase in mortality by 7.6% in 
Munich, Germany as a result of heat wave (D’Ippoliti et 
al., 2010; Sadroddin et al., 2015). Urban vegetation has a 
role to play in mitigating high temperature through 
shading, and increasing evapotranspiration and albedo 
(Armson et al., 2012; Rogan et al., 2013). The spatial 
variation in the urban LST depends on the land cover 
type, with higher temperature in impervious surfaces 
and lowers in vegetation cover (Rogan et al., 2013). 
Remote Sensing is a significant tool used for the study of 
spatial distribution of LST and vegetation. Kaduna 
Metropolis is witnessing urbanization causes 
replacement of vegetation cover with buildings and 
impervious surfaces (Alamin and Dadan-Garba, 2014). 
This led to increase in the LST that is detrimental to 
human health and environment. Excessive heat 
exposure results in medical condition like heat cramp, 
heat exhaustion and heat stroke. High urban 
temperature can be mitigated through proper urban 
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 Urban vegetation plays a vital role in mitigating higher temperature through shade, 
evapotranspiration and high albedo. Replacement of vegetation with urban land uses results in 
the increase in Land Surface Temperature (LST). This study analyses the effects of urban 
vegetation in mitigating LST in Kaduna metropolis, Nigeria. Landsat 8 data was used to classify 
the area into built-up area, vegetation, bare land and water bodies using random forest 
supervised classification. Information on the vegetation density was obtained using 
Normalized Difference Vegetation Index (NDVI), while single channel algorithm was used for 
the retrieval of LST. The effect of vegetation on LST was quantified using correlation analysis. 
The results showed that built-up area was the largest land cover, occupying 157.99km2 
(46.53%), followed by vegetation with 143.34km2 (42.22%). Bare land had 34.26km2 
(10.09%), while water bodies occupied 3.95km2 (1.16%). The vegetation density that mitigates 
LST indicated by NDVI showed higher values (0.38-0.69) in the suburb with higher vegetation 
density, which resulted in low LST range (22o-26oC). Lower NDVI values (0.05-0.38) were 
recorded in the bare land and built-up area with sparse vegetation. This resulted in moderate 
(28o-30oC) and high (30o-34oC) LST respectively. Lowest NDVI (-0.26 – 0.05) and LST (22oC – 
26oC) were recorded in the water bodies. There was negative correlation (-0.55) between NDVI 
and LST, indicating the effect of vegetation in mitigating LST.  Proper urban planning is 
necessary by planting more trees in the metropolis as part of LST mitigation strategies.      
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planning. This study examines the role of vegetation 
cover in mitigating LST in the metropolis.  
 

2. Method 
 

2.1. Study Area 
The study area is located between Latitudes 10°25' 

and 10°72' North of the Equator, and Longitudes 7°25' 
and 7°75' East of the Greenwich Meridian (Figure 1). 
The metropolis occupies almost 260 km2, and it is made 
up of Kaduna North and South local government areas, 
and parts of Igabi and Chikun local government areas. It 
is the capital city, economic, and financial centre of 
Kaduna State (Aliyu and Suleiman, 2006). It is drained 
by River Kaduna and its tributaries, which takes its 
source from Sherri Hill in Plateau State (Folorunsho, 
2004; Folorunsho et al., 2012). The climate of the area is 
tropical continental with distinct rainy and dry season. 
The rainy season is shorter and lasts from April to 
October, while the dry season starts from November to 
March (Orogade et al., 2016). The annual rainfall values 
range between 1500mm and 2000mm (Alamin and 
Dadan-Garba, 2014). The temperature is high 
throughout the year, with a mean annual temperature 
between 26oC and 34oC (Bununu et al., 2015). The 
natural vegetation of the area is Sudan savannah which 
is characterised by grasses and scattered trees (Amadi 
et al., 2014). The tree species found include Azadirachta 
indica, Mangifera indica, Eucalytptus sp, Tamarindus 
indica, and Parkia biglobosa (Ogunkalu et al., 2017). 

 

 
Figure 1. The Study area 

 
2.2. Material and Methods 

In this research, we used Landsat 8 Operational Land 
Imager and Thermal Infrared Sensors (OLI/TIRS) 
obtained on 8th November, 2021. It was downloaded 
freely from the United States Geological Survey’s 
website. The data was used for land use/land cover 
classification, extraction of vegetation density and 
retrieval of Land Surface Temperature (LST),  

Random Forest (RF) supervised machine learning 
algorithm was used for image classification to classify 

the study area into built-up area, bare land, vegetation, 
and water bodies.  

Normalized Difference Vegetation Index (NDVI) was 
used to quantify the vegetation greenness and density. It 
is the ratio between the red and near infrared band, 
with values range between –1.0 and +1.0. It was 
calculated using the following algorithm: 

NDVI = NIR – Red/ NIR + Red        (1) 
Where 
NIR is the near infrared band of the image  
Red is the red band of the image 

Single channel algorithm was used to retrieve the 
LST from thermal band 10 of the imagery. Finally, the 
effect of vegetation on LST was quantified by correlation 
analysis. The satellite imagery was processed using 
Semi-Automatic Classification Plugin (SCP) for QGIS.  

  
3. Results  
 

The classified imagery (Figure 2) displayed the four 
major land cover classes, namely built-up area, bare 
land, vegetation, and water bodies. Built-up area was 
the largest land cover class, occupying 157.99km2 
(46.53%). It covered most of the centre of the 
metropolis and extended to the northern and southern 
parts.  Vegetation was the second-largest land cover 
with an area of 143.34km2 (42.22%). It was sparse in 
the built-up area and bare land, and dense mostly 
around the built-up area. Bare land covered 34.26km2 
(10.09%) found mostly within the vegetation area. 
Water bodies were the smallest land cover class that 
occupied 3.95km2 (1.16%). It was found mostly in River 
Kaduna and its tributaries that nearly divide the 
metropolis into two.  

 

 
 
Figure 2. Land use/land cover 
 

 The vegetation density displayed by the NDVI values 
ranges from –0.26 to 0.69 (Figure 3). The lowest values 
range from -0.26 – 0.05 were found in the water bodies. 
Average NDVI values between 0.05 – 0.38 were found in 
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the built-up area and bare land, while the highest values 
from 0.38 – 0.69 in the vegetation.  
 

 
Figure 3. Normalized Difference Vegetation Index 
 

The LST retrieved from the image showed spatial 
variability, with 22oC as the lower value and 34oC as the 
highest (Figure 4). Lowest temperature range (22-26oC) 
was recorded in the water bodies. Vegetation exhibited 
a low range of between 26 to 28oC. Higher temperature 
range (28-32oC) was found in the bare land and built-up 
area. Hotspots of LST (32-34oC) were found in the built-
up areas in different locations of the metropolis. The 
relationship between LST and NDVI showed a moderate 
negative correlation (-0.55). 
 

 
Figure 4. Land surface temperature 
 

4. Discussion 
 
The land use/land cover indicated built-up area, bare 

land, vegetation, and water bodies. The built-up area 
was the dominant land cover because of urban 

expansion, where other land cover classes were 
converted to urban land uses. Urban expansion is 
caused by increase in population as a result of rural-
urban migration and high birth rate. Currently, more 
than half of the world population is currently living in 
the urban areas (United Nations, 2011; Uysal and Polat, 
2015). The centre of the metropolis is the Central 
Business District (CBD), which is the commercial and 
administrative hub that consists of markets and offices. 
The northern part was dominated by low and high 
density residential areas, while the southern part 
comprises of industrial and residential areas. The low 
NDVI values in the built-up area showed low vegetation 
density because of the replacement of trees with 
buildings and impervious surfaces. Reduction in 
vegetation exposed the buildings and pavements to 
sunlight, increasing the amount of energy absorbed and 
radiated in the air. This is because of the decrease in 
shed and evapotranspiration. Moreover, release of heat 
from anthropogenic activities contributed to the higher 
LST.  

The bare land showed the pervious areas of exposed 
soil and impervious rock surfaces found in undeveloped 
lands that were not put to urban uses. The bare land had 
scattered trees with grasses and shrubs that dried up 
because of the dry season and exposed the land. This led 
to the low NDVI values recorded. Moreover, the 
exposure of the bare land to solar radiation resulted in 
the high temperature because of reduction in shade and 
evapotranspiration. Furthermore, the impervious 
nature of the rock surfaces and the properties of the soil 
like the color contributed to the higher LST.        

The vegetation showed the assemblage of plants in 
the area found along the streets, in the residential and 
commercial areas, and other green areas. The 
replacement of vegetation cover with buildings and 
other impervious surfaces led to the sparse vegetation 
at the centre of the metropolis. Dense vegetation found 
around the built-up area indicated the suburb area with 
higher NDVI values. The surface temperature in the 
vegetated areas was low because of the abundant shade 
and evapotranspiration that mitigate LST.  

River Kaduna and its tributaries that mainly drained 
the metropolis showed a very low NDVI values 
indicating the absence of vegetation in the water bodies. 
The lower LST exhibited by water was as a result of 
evaporation that takes heat from water. Moreover, 
water heats slower than land. Finally, the negative 
correlation between NDVI and LST demonstrated the 
effect of vegetation in mitigating LST. Therefore, the 
increase in vegetation density leads to decrease in LST 
as a result of increase in shade and evapotranspiration.   

 
5. Conclusion  

 
Remote sensing is an essential tool for studying land 

use/land cover change and LST spatial variability. The 
role of urban vegetation in mitigating LST in Kaduna 
metropolis, Nigeria was analysed. Landsat 8 data was 
used to classify the area into built-up area, bare land, 
vegetation and water bodies using random forest 
algorithm. Moreover, vegetation density and LST were 
derived from the imagery using NDVI and single channel 
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algorithm respectively. The effect of vegetation on LST 
was quantified by correlation analysis. The results 
revealed that built-up area was the largest land cover 
followed by vegetation, bare land and water bodies. 
Highest NDVI values and lower LST were found in 
vegetation. In contrast, lower NDVI values with higher 
LST were recorded in built-up area and bare land. 
Lowest NDVI and LST were found in the water bodies. 
Increase in vegetation density, resulted in decrease in 
LST. Proper urban planning is required for sustainable 
development.   
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 In the domain of land subsidence risk science, Land Subsidence Susceptibility Mapping (LSSM) 
aids in spatially identifying regions prone to subsidence. This study used a multi-collinearity 
analysis through the variance inflation system (VIF) and tolerance (TOL) and a machine 
learning (ML) model of Random Forest (RF) for LSSM in the Damaneh Plain, Isfahan Province, 
Iran. The study investigated the importance of the conditioning variables in predicting Land 
Subsidence occurrences using an ML model. An ML model's prediction capabilities and 
performance were evaluated using conditioning variables in this paper. Using VIF, we 
eliminated the least "important" variables related to the LSSM. Conclusively, we found that 
removing the least "important" variables improves the accuracy of the resulting LSSMs. Based 
on the results of our study, using VIF could increase the predictive performance of the RF 
model by three percentage points in the applied accuracy assessment metric. 

 
 
 

1. Introduction  
 

Land subsidence is a geological phenomenon that is 
considered a natural disaster caused by human activities 
(O. Ghorbanzadeh, Rostamzadeh, Blaschke, Gholaminia, 
& Aryal, 2018). In most cases, the underground layers 
compact after natural and manufactured factors work 
together to cause their downward movement (O. 
Ghorbanzadeh, Feizizadeh, & Blaschke, 2018). In 
addition to changing the environment, this phenomenon 
has significant economic and social repercussions. There 
have been many causes of land subsidence worldwide, 
such as earthquakes, extraction of natural gas, mineral 
exploration, dissolution of limestone, and extraction of 
groundwater (Tien Bui et al., 2018). In Iran, many land 
subsidences have occurred on several plains due to the 
high extraction of groundwater for agriculture and urban 
consumption during the last t few decades. Land 
subsidence is one of the most frequently occurring 
natural disasters that cause significant human casualties 
and infrastructure destruction in this country. Many 
problems are associated with land subsidence, including 
damage to public and private infrastructure, power lines, 
roads, settlements, sinkholes, and soil erosion (Ranjgar, 
Razavi-Termeh, Foroughnia, Sadeghi-Niaraki, & Perissin, 

2021). Thus, generating the LSSM and modeling 
variables affecting land subsidence are important 
approaches that incorporate potential land subsidence 
locations. The LSSM refers to the likelihood of a land 
subsidence occurring in a particular region due to several 
causative factors. Land subsidence risk management is 
an essential step towards reducing subsidence risk and 
assists in mapping the spatial distribution of probable 
manifestations of subsidence (Mohammady, 
Pourghasemi, & Amiri, 2019).  

In land subsidence susceptibility studies, satellite 
data and geographic information system (GIS) tools and 
machine learning (ML) models are instrumental in 
acquiring satisfactory resolution remote sensing and 
other relevant data, evaluating variables that affect this 
phenomenon (Omid Ghorbanzadeh, Blaschke, Aryal, & 
Gholaminia, 2020; Omid Ghorbanzadeh, Crivellari, 
Ghamisi, Shahabi, & Blaschke, 2021). In the past, 
researchers have used various models to generate LSSMs 
using the technologies mentioned above. An adaptive 
neuro-fuzzy inference system has been evaluated by (O. 
Ghorbanzadeh, Rostamzadeh, et al., 2018) for LSSM 
generating for Marand Plain, the East Azerbaijan 
Province in Iran, using six different membership 
functions (MF). Two of the six LSSMs, the DsigMF (0.958), 
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and the GaussMF (0.951) yielded very high prediction 
values based on the calculated areas under the curves 
(AUC) of the receiver operating characteristic (ROC) 
analyses. The same model was integrated with two 
models of imperialist competition algorithms and gray 
wolf optimization by (Tien Bui et al., 2018) to calculate 
LSSM for Shahryar County, Iran. The resulting maps were 
evaluated based on the inventory data set of land 
subsidence locations and the root mean square error 
value and the ROC, which showed that the integration 
with imperialist competitive algorithm had the best 
accuracy with a 0.932 AUC value.  

On the one hand, although ML models show 
acceptable performance and have high accuracy, they are 
dependent on a precise land subsidence inventory map, 
which is somewhat challenging in Iran (Arabameri et al., 
2020). On the other hand, the ML models are sensitive 
regarding the input data set for training. A selection of 
important ones is essential to get the best accuracy for 
the modeling (Saha et al., 2021). This matter is more 
evident for modeling and mapping the susceptibility of 
land subsidence because there are two leading causes of 
land subsidence: natural and human activities that 
disrupt the underground layers (Arabameri et al., 2021; 
Ranjgar et al., 2021). However, land subsidence can be 
attributed to a variety of geological and hydrological 
factors in different parts of the world.  

We aim to use the most current ML models and 
analyze the importance of each variable prior to training. 
Thus, it is possible to examine how each of the land 
subsidence relevant variables can affect the performance 
of the ML models for having the best prediction. This 
approach in research can lead to the use of variables that 
contribute more to the modeling goal and avoid data 
duplication that complicates computation and results in 
ambiguous conclusions.  
 

2. Study area and Data set  
 

We studied the Damaneh Plain in Faridan County, 
Isfahan Province, Iran. Figure 1 shows the boundaries of 
the study area, which is located between longitudes ˊ30 
˚50 to ˊ35 ˚50 and latitudes ˚50 to ˊ35 ˚50. The plain 
covers an area of more than 2651057 ha. The climate in 
Damaneh plain is mild in spring and summer and cold in 
winter. The coldest month of the year is January with an 
average of -3.1˚ C. As July approaches, the temperature 
rises to an average of 23˚ C, making it the hottest month 
of the year. (http://www.esfahanmet.ir/). The study area 
receives an average annual rainfall of 317.4 mm and 
average annual temperatures of 10.4 °C.  This plain sees 
about 48% of its total rainfall in winter, the wettest 
season of the year (https://www.esrw.ir/). There have 
been significant land subsidence issues in Damaneh 
plain, especially in Damaneh city, resulting in most 
houses being cracked and destroyed, forcing local people 
to leave their homes.  
 
2.1. Land subsidence inventory data set 
 

To predict and evaluate the LSSMs, 2667 land 
subsidence occurrence locations were collected through 
a comprehensive field survey. 70% and 30% of the points 

in this inventory data set have been used to train and 
validate the models, respectively. 
 

 
Figure 1. The location of the Damaneh Plain in Faridan 
County, Isfahan Province, Iran 
 
2.2. Conditioning variables  
 

Fourteen inter-related variables have been selected 
based on the literature review in the present land 
subsidence study. The prepared conditional variables are 
distinct from rivers, Landover, the topographic wetness 
index (TWI), distance to villages, slope, aspect, 
catchment slope, rainfall, elevation, groundwater depth, 
soil, lithology, distance to roads, and well density. These 
variables are derived from different sources, which are 
fully explained by (Arabameri et al., 2021; Omid 
Ghorbanzadeh et al., 2020). 
 
3. Methods  
 

All prepared variables were once used to train the ML 
model of RF. Following are the results of evaluating the 
fixed and dependent variables in the multi co-linearity 
analysis among the factors was done through the 
variance inflation system (VIF) and tolerance (TOL). For 
the training of the models, we selected variables with a 
VIF value greater than two for the ML training process. 
We evaluated the validity of the LSSMs from each model 
using the ROC curve. The applied multivariate linear 
regression (MLR), and the VIF and RF models are 
explained as follows. 
 
3.1. Multi-collinearity analysis  
 
        The probability estimation model uses this criterion 
to exclude co-linearity and select influential variables. In 
particular, the multi-collinearity among the conditional 
variables is more likely to be error-prone if the VIF is 
greater than five and the TOL is less than 0.1 (Lei et al., 
2020). 
 
3.2. Random Forest (RF) 
 
        Breiman and Cutler created the RF ML model, 
developed by Ho (1994) (Ho, Hull, & Srihari, 1994). RF 
estimates the final result based on most votes instead of 
relying on a decision tree. Using this approach will 
enhance accuracy and prevent overfitting. In this work, 
in both the 11 and 14 variable models, the maximum 
number of variables is designed upon the square root of 
the total number of variables. 
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4. Results  
 

In this study, 14 conditional variables were generated 
for the LSSM. An essential part of this study was 
identifying the key variables, which are illustrated in the 
following "Table 1". To evaluate the relationship between 
the conditional variables, we used the multi-collinearity 
test considering VIF and the TOL. The results show that 
this test assigns more than 5 VIF values to variables of 
distance to villages, aspect, and distance to roads.  
 
Table 1. Collinearity results among the variables. The 
red highlighted rows with more than 5 VIF resulting 
values represent the least "important" related variables 
to the LSSM. 

Conditional variables TOL VIF 

Distinct to rivers 0.52 1.92 

Landover 0.29 3.44 

TWI 0.22 4.54 

Distance to villages 0.17 5.87 

Slope 0.38 2.63 

Aspect 0.16 6.25 

Catchment slope 0.79 1.26 

Rainfall 0.52 1.92 

Elevation 0.59 1.69 

Depth of GW 0.45 2.22 

Soil 0.54 1.85 

Lithology 0.49 2.04 

Distance to roads 0.18 5.37 

Well Density 0.39 2.56 

 
The resulting LSSM from the RF model is classified 

into five classes, very low class with 65.94%, low class 
with 14.33%, medium class with 8.41%, high class with 
5.48% and very high class with 5.84% of the area (see 
"Figure 2"). Model RF-VIF, with a very low-class area of 
51.81%, a high-class area of 18.55%, a medium class area 
of 11.53%, a high-class area of 9.62%, and a very high-
class area of 8.48%, contained a larger area and focused 
more on the center and types of land use, primarily 
agricultural land. We evaluated the performance of the 
applied ML model using a standard accuracy assessment 
method. The calculated areas under the curves (AUC) of 
the receiver operating characteristic (ROC) analyses 
discovered that the LSSM predicted by the RF-VIF got a 
higher AUC value of 92.29%. In comparison, that of the 
RF model was 89.89%. 
 
5. Discussion 
 

Considering a wide variety of land subsidence 
triggers, many variables are involved in LSSM generating. 
This variation can affect modeling and lead to errors (Lei 
et al., 2020). Modeling should therefore avoid these 
problems to the extent possible. Therefore, using the 
multi-collinearity analysis, we eliminated the least 
"important" three variables and trained the RF model 
with 11 remaining conditional variables. According to 

the present study, land subsidence in Damaneh Plain is 
significantly related to the river's distance, landcover, 
TWI, slope, catchment slope, rainfall, elevation, depth of 
ground water, soil lithology, and well density. There are 
572 wells in the study area, 200 illegally drilled. 
Moreover, all the region slopes have been cultivated for 
agriculture, and water consumption has increased. 
 

 

 
Figure 2. The resulting LSSMs predicted using the RF 
model based on all conditional variables and based on 
the selected variables derived from the VIF for Damaneh 
Plain. 
 
6. Conclusion  
 

To conclude, the results overall showed the 
effectiveness of the RF model in LSSM generation and the 
multi-collinearity method for assessing the importance 
of the conditioning variables. The integrated approach 
can be reproduced and applied to other land subsidence 
susceptible plains with different environmental 
indicators.  
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 From the past to the present, very few cultural artifacts have survived to the present day by 
preserving their own characteristics. These artifacts undergo structural deterioration due to 
the destruction they have suffered as a result of natural events, the damages caused by human 
hands, and since the necessary repairs have not been made in accordance with their structural 
characteristics, although they are under protection, so they are devastated and demolished. In 
this study, the detail measurements of the Hüsrev Paşa Mosque, which is located in the Merkez 
İpekyolu district of Van province and which has survived as a work of Mimar Sinan, were made 
with the terrestrial photogrammetric method in three dimensions, and the pictures of the 
building were taken. Thus, by evaluating the data obtained in the computer environment, it is 
aimed to obtain a three-dimensional model with all the building details such as the size, type 
of structural material, and visual of the building for every desired point on the building. In the 
study, comparison will be made using different photogrammetric software. 

 
 
 
 

1. Introduction  
 

It is aimed to keep the cultural and natural assets alive 
by taking many precautions to protect them and to 
transfer them to the next generations. In line with this 
purpose, all kinds of technological developments brought 
by the age lived since the past have been followed. The 
most fundamental element in the protection and 
preservation of cultural and natural heritage is the 
preservation of the structural integrity of the property. 
When we look at the assets that have not preserved their 
structural integrity, natural disasters such as 
earthquakes, floods, landslides, weather events such as 
wind, storm, rain, and human-made damages 
intentionally or unintentionally (intentional damages 
and unintentional damages during renovation-repair) 
are the reasons why the structure has not survived until 
today. and is one of the biggest reasons why it cannot be 
passed on to the next generations. Another major reason 
for this destruction is the failure to take adequate 
measures to protect these structures and the failure to 
use scientific and technical methods to keep these 
cultural heritages alive. 
 

1.2. Resources Research 
 

In the light of the technological developments 
experienced today, it is necessary to protect our cultural 
heritage both structurally and digitally record all the 
norms and features (shape, size, detail, building material, 
etc.) of the building. In this sense, there are many 
techniques developed for the preservation and survival 
of cultural heritage. One of these techniques that is 
widely used is photogrammetry technique. Thanks to the 
photogrammetry technique, all assets subject to cultural 
heritage can be geodesically measured with all their 
detail points, and a three-dimensional model can be 
obtained by combining the images obtained by the 
picture shooting process. Photogrammetry is the 
creation of a three-dimensional model of any object or 
structure with pictures and determining its location 
(Kraus, 1993). 

In parallel with the continuous development of 
technology in our age, photogrammetry technique has 
also shown continuous improvement. Analogue methods 
have been replaced by analytical photogrammetry, 
especially with the development of cameras and the use 
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of computers. With the developments in the digital sense 
in a short time, the photogrammetry technique has also 
developed rapidly, and today, wearable technologies 
with laser scanners, unmanned aerial drones (UAVs), 
mobile vehicles with terrestrial laser scanning are 
experiencing a very strong age in terms of technology 
(Caglayan, 2020). 
 
1.3. Local Photogrammetry 
 

Photogrammetry can be studied in three main steps 
by looking at its components. These steps are listed as 
obtaining the data, evaluating the data, and obtaining a 
final product by utilizing these data. These steps are also 
valid for terrestrial photogrammetry (Hanke and 
Grussenmeyer, 2002). 

The most important part of these steps is the 
acquisition of data. The data obtained in this step are of 
two types. These data are; triangulation, polygon etc. 
established in the field and called ground control points. 
These are the measurement data obtained based on 
geodetic points such as geodetic points and photographic 
data obtained by taking pictures (Karslı, 2016). 
 

 
Figure 1. Digital cameras used in terrestrial 
photogrammetry  
 

2. Method 
 

The work on which the study will be carried out is 
located in the south of the old city of Van, within the 
borders of the historical Van Castle, which dates back to 
840 BC from the Urartian civilization. The work was 
commissioned by the Governor of Van, Köse Hüsrev 
Pasha, in 1567 by Mimar Sinan, one of the most famous 
architects of his time and one of the best architects of all 
time. Hüsrev Pasha Mosque is square in shape and was 
built with a large dome on thick walls. The walls of the 
work are made of cut stone and squinches, and the dome 
is made of brick. Today, it has still managed to preserve 
its beauty and robustness to a large extent. 
 

 
Figure 2. Study area 
 

The method used in this study is called the terrestrial 
photogrammetry method. In this method, studies are 
carried out in a place-based manner. Aim; is to produce a 
3D and measurable model of the work by using the 2D 
photographs of the work and the measured points on the 
work. 
     Scope of the study, photographing and measuring 
processes of the work were carried out in the field. 
Obtained 3D point data using Netcad 5.1 software, 
Photomodeler UAS and Agisoft It has been evaluated to 
provide base data for Metashape software. This data, 
together with the uploading of the photographs of the 
work to the software, 3D drawing and point production 
were provided, and a 3D model of the work was obtained 
through both software. 
     Terrestrial photogrammetry work consists of 
successive stages within the discipline, starting with the 
work in the field and ending with the office work in the 
office environment. The work flow chart showing these 
stages is given in Figure 3. 
 

 
Figure 3. Work flow chart of the study 
 
2.1. Office Studies 
 
2.2. Photogrammetric Drawing Stage of the Artwork 
with Photomodeler UAS Software 
 

The measurement values obtained from the field 
were transferred to the computer environment and 
recorded in Netcad 5.1 software. ncn file format for later 
evaluation in Photomodeler software. txt format has 
been converted. The parameters of the camera from 
which the photographs were taken were introduced in 
the Photomodeler (PM) software and the calibration 
process was carried out before proceeding to the 
drawing process. 

In Photomodeler UAS software, the work of obtaining 
a 3D model was started by creating a point cloud in the 
same software. After the selection of parameters related 
to the sensitivity of the work, the photos of the work are 
uploaded to the software, respectively. detection (feature 
detection), matching (matching), matching and Marking 
(matching and marking), orientation (orientation) 
operations are done. 

Thus, as a result of the process, a point cloud 
consisting of 61337 3D points belonging to the work was 
obtained. Using the generated point cloud 3D viewer 
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options menu, surface and point mesh parameters were 
determined. 
 

 
Figure 4. Point cloud generation phase 
 

 
Figure 5. Model created with sparse point cloud 
     

It has been observed that the point cloud of the 3D 
model obtained with the sparse point cloud does not 
have a homogeneous structure, so an even sparse point 
cloud is obtained in some parts of the work. In order to 
obtain a dense point cloud of the work, a dense point 
cloud surface was created by using the ' Create Dense 
Surface ' tab of the 'Dense Surface ' menu by selecting the 
photos with even less sparse point cloud over the 
software. 

In order to create the dense point cloud, the number 
of dense point clouds created for a selected surface of the 
work was 447,063 and the creation time took 2 minutes 
and 5 seconds. Thus, a 3D model of the artifact was 
obtained by obtaining dense point clouds belonging to 
each surface. 
 
2.3. Photogrammetric Drawing Stage of the Artwork 
with Agisoft Software 
 
     To the work After the field operations carried out on 
the land belonging to the company, work began in the 
office environment. Agisoft , the latest version of Agisoft 
software First of all, camera calibration processes were 
performed with Metashape software. In order to 
calibrate the camera, at least 3 photographs of the 
checkerboard calibration test paper taken from different 
angles must be used. For this study, 12 photographs of 
the camera calibration paper taken from different angles 
were used. 
     Photographs of the work after the camera calibration 
processes Agisoft The evaluation phase was started by 
transferring it to the Metashape software. This 

evaluation phase is on the Add Workflow menu on the 
software. It is done with the Photos command. 
     With the transfer of the photos to the software, the 
alignment of the photos is done by clicking the Align tab 
on the Workflow menu. Here, the frequency of the point 
cloud to be created and the features of the photographs 
to be studied are determined by choosing the 
appropriate parameters according to the nature of the 
work to be done and the desired sensitivity. 
     Alignment _ After the Photos) process, the control 
points marked and measured on the artifact were loaded 
into the software, and matches were made with the 
marked points on the artifact very precisely. 
 

 
Figure 6. Matching points 
      

After the point matching process, a point cloud was 
obtained by tightening the points of the artifact by 
clicking on the Build Dense Cloud tab from the Workflow 
menu to tighten the points on the artifact. 
 

 
Figure 7. Point cloud 
      

The solid model obtained from the work will be able 
to have its real texture with the painting process. 
Therefore, texture coating processes are started by 
clicking Model Shaded and then model textured on the 
software. (Fig. 8.). As a result, a 3-dimensional model of 
the work is obtained (Fig. 9.). The file of the model can be 
viewed in 3D with different software by obtaining the 3D 
file with the Export Model operation from the File menu. 
 

 
Figure 8. The texture coating process of the work 
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Figure 9. 3D view of the work from different angles 
 

3. Results  
 

V max, V min and V avg values in the x, y and z 
directions of the location data of both software were 
determined and position error were calculated. 
 

m = ± √ ( [ vv ] / ( n-1 ) (1) 
  

m ( xyz ) = ± √ (m x 2 +m y 2 +m z 2 ) (2) 

 
Table 1. Coordinate differences obtained from software 

 
 

Agisoft in terms of the calculated mean square error 
and position error of the data obtained through both 
software. It has been determined that the data obtained 
from the Metashape software are more sensitive data 
(Table 1). In addition, the 3D model obtained by 
Photomodeler UAS and Agisoft The data on the number 
of sparse points, the number of dense points and the 
creation times of these point clouds are given in Table 2 
comparatively. 
 
Table 2. Data of the 3D model obtained from the 
software 

 
 

As seen in Table 2, Agisoft While the total number of 
points produced in the Metashape software was 
5,185,748, the total number of points produced in the 
Photomodeler UAS software was 6,737,324. Thus, the 
number of dots produced in Photomodeler UAS software 
It has been observed that the Metashape software creates 
extra points, approximately 30% of the number of points. 
This shows that more detail points can be obtained with 
Photomodeler UAS software, especially in the modeling 
of artifacts with intense detail features, and the features 
of the artifact can be modeled better. 

 
4. Discussion 
 

Photomodeler UAS software from Agisoft Another 
advantage over Metashape software is that this software 
allows 3D modeling in the form of hand drawing. Making 
manual drawings in Photomodeler UAS software is one 
of the extra advantages of this software. In addition, it has 
been observed that the lines of the building model 
obtained by hand drawing are smoother and sharper 
than the lines of the model obtained through the point 
cloud. This is the point of the modeling work of this work, 
considering the time and effort spent on drawing, the 
parts (minaret) of the work that cannot be measured and 
photographed, although the software provided an 
advantage in the drawing phase, since the work that is 
the subject of this study has a relatively flat architecture. 
Creating the cloud creates a greater advantage. 
 
5. Conclusion  
 

The terrestrial photogrammetry technique applied in 
the study area, and the measurement processes, 
especially together with the laser measuring instrument, 
enabled the study to be carried out much faster than the 
classical methods, to require shorter time, to be carried 
out with less personnel and less costly equipment. It is 
seen that the precision quality of the measurement 
results obtained with both software is high, but 
compared to each other, Agisoft It was determined that 
the Metashape software gave better results (Table 1). 

The measurement results obtained were compared 
and it was determined that the error amount of the 
measurement process made with the total station 
measuring instrument was below 5 mm, thus giving 
more accurate results than the GPS measuring 
instrument. The building does not have complex 
surfaces, but generally has a flat surface. This has been an 
important factor in keeping the amount of error low in 
drawing processes. 
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 Natural disasters cause loss of life and property. This situation causes both economic and 
psychological problems on the society. Developing countries' economies are more affected by 
disasters than developed countries. Turkey is frequently exposed to natural disasters due to 
its geological, geomorphological and hydrogeological features. Landslide is the most common 
natural disaster. Modeling and regular monitoring of disaster risk areas is necessary to reduce 
disaster risk. The development of remote sensing techniques facilitates the work of engineers. 
Creating a three-dimensional (3D) model of the terrain can be done practically by modeling 
the pictures taken from unmanned aerial vehicles (UAVs) in computer environment. The 
current status of the land can be documented. In this study, a flight was carried out with a UAV 
in order to determine the current status of the land after the landslide that occurred as a result 
of heavy rains in the Değirmençay Village of Mersin in January 2021. The images were 
combined using the structure from motion algorithm and a 3D model of the land was created. 
Using the 3D model, the Digital Elevation Map, and orthophoto maps of the terrain were 
created with high precision and resolution. With future UAV flights, the condition of the land 
will be re-documented. By using the difference between point clouds, the amount of sliding 
and volume change in the region will be determined. 

 
 
 
 
 

1. Introduction  
 

Natural hazards cause loss of life and property. This 
situation causes both economic and psychological 
problems on the society. The economy of developing 
countries is more affected by disasters than developed 
countries. Natural hazards are seen all over the world. 
There is no place where natural disasters are not seen. 

Turkey is frequently exposed to natural disasters due 
to its geological, geomorphological and hydrogeological 
characteristics. Landslide is the most seen natural 
disaster. Landslide may occur due to change of forces 
acting on the soil and rock mass. Heavy rainfall, tectonic 
movements, uncontrolled excavations and stream 
erosion are the main factors causing landslide. 

Field study performed by well-trained geologist is 
essential to understand landslide dynamics. However, it 
is time consuming and labor intensive. Fine-scale terrain 
structures may be omitted with the traditional mapping. 

The development of remote sensing techniques 
demystifies the mechanism of landslides. Satellite 

images, unmanned aerial vehicles (UAV) and light 
detection and ranging (Lidar) have been used frequently 
in natural disaster studies since last decade.  

Data can be obtained easily from rough and 
inaccessible terrain using UAV with centimeter accuracy. 
High-resolution 3D model can be generated using 
pictures taken from UAV. Geomorphologic features can 
be extracted from 3D model. 

A low-cost UAV can obtain pictures from inaccessible 
terrain. This facilitates the job of engineers. Data from 
dangerous steep slopes can be obtained in a practical 
way. 

In December 2019, heavy rainfall caused landslide in 
Değirmençay village. In this study, we model the using 
UAV photogrammetry.  
 
2. Study area 

 
Değirmençay village is located in the northern part 

of Mersin (Figure 1). The study area is characterized by 
Mediterranean climate. Rainfall amount is increasing 
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each year (Figure 2). The average rainfall amount is 
972.26 kg/cm2 between 2015 and 2019. The monthly 
rainfall amount of 2019 is shown in Figure 3. In January 

and December, most rainfall is seen. Tha average rainfall 
amount is 98.89 kg/cm2. 

 
Figure 1. Location map of the study area 

 

  
Figure 2. Rainfall amount per year Figure 3. Rainfall amount per month 

 
 

 
3. Methods 
 

Unmanned aerial vehicles contribute to the modern 
solution of many engineering problems. 3D model of the 
terrain can be obtained in high resolution using the point 
clouds obtained from the photographs. Structure from 
motion algorithm enable us to construct 3D models from 
2D pictures. 

UAV has been used in many engineering projects 
since last decade. Landslide site mapping (Alptekin and 
Yakar 2020a; Kuşak et al. 2021), rockfall site mapping 
(Alptekin et al. 2019), shoreline detection (Unel et. al. 
2020), pond volume measurement (Alptekin and Yakar 
2020b), cultural heritage modelling (Alptekin and Yakar 
2021; Kanun et al. 2021) 

In this study, Anafi Parrot (Figure 4), which is a low-
cost UAV, was used to obtain pictures. The flight 
information is given in Table 1.  

The pictures were processed in Agisoft Metashape 
software. We modelled the landslide site to characterize 
landslide dynamics. We created Digital Surface Model 
(DSM) (Figure 3) and ortho-mosaic (Figure 4) of the 
study area. 
 

 
Figure 4. Anafi Parrot set 
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Table 1. Flight information 
Item Number 
Ground Control Points 7 
Pictures 1053 
Flight height 40 m 
Coverage area 0.166 km2 

 

 
Figure 4. Digital surface map 
 

 
Figure 5. Orthomosaic 
 
 

4. Discussion 
 

UAV photogrammetry is very useful for 
geoscientists. Creating terrain model is very practical. 

High-resolution models enable us to interpret the 
fissures, displacements and geomorphologic structures. 

The flight height is very important to produce 
models. The lower flight height enables us creating more 
detailed map (Çelik et al. 2020). However, when we take 
pictures from low height, we get too many pictures. This 
will be a problem for modelling. A high standard 
computer will be needed as there will be too many point 
clouds. 

DSM shows us how the elevation changes in the 
landslide site. Slope and rainfall are the main reasons of 
this landslide event. 

 

5. Conclusion  
 

In this study, we modelled the landslide site with 
high-resolution. In order to be prepared for natural 
disasters, dangerous areas should be modeled at regular 
intervals. In near future, we will repeat the field study 
and determine the displacement amount. 
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 In this study, automatic shoreline extraction was performed using different indexes in the 
coastal region containing different land cover types and their performances were compared. 
For this purpose, Landsat 9 Satellite images, the newest satellite of Landsat, were used. 
Normalized Difference Vegetation Index (NDVI), Normalized Difference Water Index (NDWI), 
Automated Water Extraction Index (AWEI), Water Ratio Index (WRI), and Normalized 
Difference Moisture Index (NDMI), which are frequently preferred in the literature, are used 
automatically to determine the shoreline. The obtained shorelines were compared with the 
reference shoreline and their performances were evaluated. In the performance evaluation 
phase, the behavior of the shoreline inference indices in different land cover types adjacent to 
the shore was examined and their advantages and disadvantages compared to each other were 
revealed. The results showed that AWEI, NDWI, WRI, NDMI and NDVI gave the most accurate 
results in automatic shoreline inference across the study area, respectively. Although AWEI 
still gives a high accuracy in different land cover types, it is seen that the accuracy of NDVI 
increases in the region where vegetation is adjacent to the shore. 

 
 
 
 
 

1. Introduction  
 

Coastal regions, where a large part of the world's 
population live, are changing rapidly due to their 
dynamic structure. Various natural and cultural factors 
accelerate this change, and therefore, obtaining up-to-
date information about coasts quickly and reliably is of 
great interest (Zollini et al. 2019; Demir et al. 2016). The 
priority in determining the change in coasts is the 
determination of the coastline. Accurate determination 
of the shoreline, coastal zone management, etc. 
extremely useful for various applications (Ghorai and 
Mahapatra 2020).  

Coastline extraction with conventional methods is 
very difficult, costly, time consuming and sometimes 
impossible for the entire coastal system (Aedla et al. 
2015). In this context, coastlines can be detected quickly 
and accurately with the integration of Geographic 
Information System (GIS) and Remote Sensing (RS) 
technologies (Selim et al. 2016; Hossain et al. 2021). 
Automatic shoreline extraction indexes also make this 
detection much easier. However, it is known that 

different land cover types adjacent to the shoreline 
directly affect the performance of the indexes used in the 
shoreline extraction (Li and Gong 2016; Wicaksono and 
Wicaksono 2019; Selim et al. 2021). Therefore, 
advantages and disadvantages of shoreline inference 
indexes on non-homogeneous shores constitute the 
motivation of this study. In this study, the performances 
of the shoreline extraction indexes, which are frequently 
used in the literature, on the inhomogeneous coastal 
region were compared. In this context, Landsat 9 satellite 
images, the newest satellite of Landsat, were used. Using 
edge detection technology, Landsat 9 collects the highest 
quality data ever recorded by a Landsat satellite (Masek 
et al. 2020; NASA 2021). Landsat 9 carries two devices, 
Operational Land Imager 2 (OLI-2) and Thermal Infrared 
Sensor 2 (TIRS-2) (Masek et al. 2020). These devices are 
optical sensors that detect 11 wavelength bands of 
visible, near infrared, shortwave infrared, and thermal 
infrared light as it is reflected or emitted from the 
planet’s surface (NASA 2021). Data from these devices 
can be accessed free of charge. The OLI sensor that 
produces images used in this study has 9 bands, 8 of 
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which are 30 m ground sample distances (GSD) and 1 is 
15 m GSD. 

Among the shoreline extraction indexes that can be 
calculated using relevant bands of Landsat 9, Normalized 
Difference Vegetation Index (NDVI), Normalized 
Difference Water Index (NDWI), Automated Water 
Extraction Index (AWEI), Water Ratio Index (WRI) and 
Normalized Difference Moisture Index (NDMI) were 
calculated, the performances and accuracy of these 
indexes were compared. 
 

2. Method 
 

The working method consists of 4 basic stages: area 
definition, data preparation, index calculation and the 
accuracy analysis. 

 

2.1. Study area 
 

The study was carried out in Antalya Province, 
which is one of the most important tourism destinations 
in Turkey and known for its coastal regions. The working 
area is located at 36°53'1.04"N and 30°41'14.30"E 
(Figure 1). 
 

 
Figure 1. Location of the study area 
 

The coastline covering the study area is 
approximately 8.5 km long. The land uses adjacent to the 
coastline, on the other hand, show different 
characteristics. In this context, approximately 3 km of it 
consists of sand dunes, 4 km of which consists of stony-
rocky and the remaining 1.5 km of which consists of 
vegetation cover. 
 

2.2. Data preparation 
 

In the study, Landsat 9 satellite images on 28 
April,2022 which can be accessed free of charge, were 
used. Landsat's newest satellite, Landsat 9, has a 
resolution of 30 m and has 9 bands. Atmospheric 
correction was applied to the images using Quantum GIS 
(QGis 3.6.3) software and they were made ready for 
analysis. 
 
 

2.3. Shoreline Extraction Indexes 
 

In this study, shoreline extraction indexes, which are 
frequently preferred in the literature, were used and 
their performances were compared. 
 
2.3.1 NDVI 
 

The Normalized Difference Vegetation Index is an 
index that reveals the density of vegetation by analyzing 
its health or unhealthy state. It is also used in shoreline 
extraction (El Kafrawy et al. 2017; Gonçalves et al. 2019). 
The NDVI formula is shown below. 
 

𝑁𝐷𝑉𝐼 =
NIR − Red

NIR + Red
 

 
2.3.2 NDWI 
 

The Normalized Difference Water Index is used to 
highlight open water features in satellite images and 
allows a body of water to be highlighted against soil and 
vegetation (Xu 2006). It also effectively measures the 
moisture content (McAllister et al. 2022). NDWI is 
calculated by the following method; 
 

𝑁𝐷𝑊𝐼 =
Green − NIR

Green + NIR
 

 
2.3.3 AWEI 
 

Automatic Water Extraction Index enables shoreline 
determination by increasing the contrast between water 
and other surfaces, maximizing the separability of water 
and non-water pixels (Feyisa et al. 2014). Index formula 
shows as below: 
 
AWEI = 4 x (Green-SWIR2) - (0.25xNIR+2.75xSWIR1) 
 
2.3.4 WRI 
 

The Water Ratio Index is an index based on the 
dominant spectral reflection of water in the green and 
red bands and using 4 spectral reflectance bands 
(Guatam et al. 2015). The formula shown as below; 
 
 

𝑊𝑅𝐼 =
Green + Red

NIR + SWIR
 

 
2.3.5 NDMI 
 

The Normalized Difference Moisture Index is often 
used to determine vegetation water content. It is 
calculated as the ratio between NIR and SWIR values 
(Naik and Anuradha 2018). The formula show as below; 
 

𝑁𝐷𝑀𝐼 =
NIR − SWIR

NIR + SWIR
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2.4. Performance Analysis 
 

First of all, the reference coastline was obtained by 
precisely drawing the coastline of the study area with 
manual digitation on the Google Earth satellite image. 
Then, each index was calculated using the relevant bands 
of the Landsat 9 image and the shorelines were 
automatically extracted. The extracted shorelines were 
converted into points with a distance of 30 m based on 
the pixel resolution, and nearest analysis was applied 
with the reference shoreline. Then, the mean and 
standard deviation values were calculated with the 
following formulas and their performance was evaluated. 
 

Mean formula Standard 
deviation formula 

Median formula 

�̅� =
∑ 𝑥

𝑁
 

 
𝑠 =  √

Σ(𝑥 − �̅�)²

𝑁 − 1
  

𝜇 (𝑥) =
N + 1

2
 

here; 
�̅�    ∶ arithmetic mean of values 

                      s     : standard deviation 
                     x      : each shoreline value  
                    µ      : median 
                  ∑x     : the sum of 𝑥  
                   N      : number of data 

 
3. Results  
 

In the study area, where different land covers are 
adjacent to the coast, the coastline was automatically 
determined and mapped on the Landsat 9 images of the 
water-based indexes (Figure2). 
 

 
Figure 2. Shorelines created with indexes 
 

In the map created, it is seen that for 5 different index 
coastlines can be drawn automatically, but there are 
differences in certain regions. Indexes that give the 
closest and farthest results based on the reference 
coastline are shown with mean, median and standard 
deviation in Table 1. 
 

Table 1. Index performance data 
Indexes Mean (m) Median (m) Standart 

deviation 
(m) 

AWEI 6,256 4,441 5,284 

NDWI 8,883 6,661 6,694 

WRI 18,814 13,053 17,527 

NDMI 20,873 7,864 26,568 

NDVI 21,071 8,168 26,585 

As can be seen from the table, it is understood that 
AWEI is the most compatible index with the reference 
coastline in the relevant study area. The AWEI index 
automatically determined the shoreline in the best way 
with an average difference of 6 m and a standard error 
about 5 m. Then, NDWI gives the best result by about 9 
m.  Again, the standard error of NDVI has a value similar 
to the AWEI. It is understood that these two indices are 
very close to the reference line with their median values 
of 4.4 m and 6.6 m, respectively. WRI gives the best result 
following these indexes.  It is seen that mean, median and 
standard deviation are high in this index. NDMI with a 
mean value of 20,873 m and NDVI with a mean value of 
21,071 m gave the worst results in the related field. The 
median and standard deviation values of NDMI and NDVI 
were also quite high. Related indexes differ in areas 
where different types of land cover are adjacent to the 
coast.  In the area where the waterline is adjacent to the 
dune, AWEI and NDWI give the closest results, while 
other indexes seem to be quite far from the reference 
shoreline (Figure 3). 
 

 
Figure 3. Behavior of indexes on the beach coast  
 

In the area where the stony-rocky land cover borders 
the waterline, it is seen that WRI is superior to other 
indexes (Figure 4). In this region, other indices show 
similar behaviors. 
 

 
Figure 4. Behavior of indexes on the rocky shore 
 

In the parts where the vegetation cover is adjacent 
and close to the waterline, WRI gave the worst results, in 
this part NDMI and NDVI showed results close to the 
shoreline (Figure 5). 
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Figure 5. Behavior of indices on the vegetation shore 
 

The obtained results show that in the study area 
where there are different land cover types adjacent to the 
coast, when the entire study area is evaluated, indexes 
that best extract the coastline are AWEI, NDWI, WRI, 
NDMI and NDVI, respectively. 
 
4. Discussion and Conclusion 
 

In the study area where different land cover types 
border the waterline, the performance of the shoreline 
extraction indexes were compared, and it was seen that 
AWEI and NDWI were more advantageous than other 
indexes in the whole area. According to Selim et al. 
(2021) stated that AWEI gave better results compared to 
other indexes El Kafrawy (2017) stated that NDWI 
provides higher accuracy than NDVI in the coastline 
extraction. In the literature, the results of many studies 
using shoreline extraction indices are largely in line with 
this study. However, since NDVI and NDMI make a 
classification based on moisture content, it has been 
observed that they do not produce very good results in 
shoreline extraction (Magloine et al. 2014). It was 
determined that the accuracy of NDVI and NDMI slightly 
increased only in the vegetation cover adjacent to the 
waterfront, and in this context, it was predicted that it 
could be used in a controlled manner in such areas. 
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 Harmful Algal Blooms (HABs) are problematic algal blooms that cause toxicity and associated 
environmental impacts on freshwater, marine and coastal ecosystems. HABs produce strong 
toxins that pose a threat to humans and wildlife, with significant negative impacts i.e., food 
web vectoring, airborne toxic events, decay of algal blooms resulting in low oxygen or hypoxia 
and killing fish and birds. Measurement of algae concentrations has conventionally relied on 
direct water sampling for lab-based cell enumeration. These traditional approaches are 
extremely labor-intensive, tedious, and limited spatially and temporally. Remote sensing (RS) 
based methods are capable to handle these complications in inland and near-coastal waters 
(consistent revisit rate for well-structured time series analyses, regular and reliable 
observations over a large area). The Multispectral Instrument (MSI) onboard European Space 
Agency’s (ESA) Sentinel 2 satellite initiates a new era in high-to-moderate resolution (10, 20, 
60 m) of earth observation data. Sentinel 2A (S2A) satellites launched in 2015 as a part of the 
ESA’s Copernicus program. S2A filter-based push-broom imager, measures the reflected solar 
spectral radiances in 13 spectral bands ranging from the visible-near infrared (VNIR) (0.4422-
0.8640 μm) to the short-wave infrared (SWIR) (0.9432-2.1857 μm) bands. This study aims to 
develop a method to estimate Chlorophyll-a (Chl-a) concentration in freshwater lake waters 
using in situ data of Chl-a, water reflectance, and contemporaneous S2A imagery over the 
Kotmale reservoir Sri Lanka.   

 
 
 
 

1. Introduction  
 

Algae are neither homogenous organisms, nor belong 
to natural taxonomic grouping. They are eukaryotic 
organisms that has permanent plastid, Chl-a as their 
primary photosynthetic pigment (Granéli and Turner, 
2006). Algae are unicellular prokaryotes, their growth is 
driven by light, nutrient (nitrate and phosphates) and 
temperature. These organisms are primary producers; 
produce food via photosynthesis and key foundation of 
marine and freshwater food chains and webs (Klemas, 
2012). Freshwater ecosystems provide unique habitats, 
supports high level of biodiversity. These ecosystems 
occupy approximately 0.8% of the Earth’s surface but 
support almost 6% of all known species, i.e., more than 
10, 000 fish species live in freshwaters, which is about 
40% of the global fish species. Moreover, these 
freshwater ecosystems provide irreplaceable goods and 

services. Inland lakes, rivers are among the most 
threatened freshwater ecosystems on the Earth. Besides, 
biodiversity losses in freshwaters are much faster or 
even worse (Xiong et al., 2020).   

HABs are ubiquitous (Clark et al., 2017; Liang et al., 
2017; Torbick and Corbiere, 2015), posing serious 
threats to marine and freshwater aquatic ecosystems and 
causes significance health consequences. HABs are an 
issue in marine, brackish, and freshwater systems. Large 
and tiny lakes, reservoirs, rivers, ponds, dugouts, and 
wide selection of other surface waters were affected 
worldwide. HABs and toxic algae kill fish and birds, food 
web vectoring, airborne toxic events, decay of algal 
blooms resulting in low oxygen or hypoxia, impede visual 
predators, attenuate light to submerged aquatic 
vegetations, distress in humans resulting respiratory 
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irritations, breathing difficulties, and even mortality (Xu 
et al., 2019; Palacios et al., 2017). 

Microcystis aeruginosa is considered as a 
Cyanobacterial HAB organism which impede 
recreational use of waterbodies, reduce esthetics, lower 
dissolved oxygen concentration and cause taste and odor 
issues in drinking water. They also produce microcystins 
(MC-LR) which are powerful hepatotoxins. Long-term 
exposure to MC-LR causes development of liver cancer 
and liver tumors under low-level exposer (Metcalf et al., 
2018; Palacios et al., 2017). Yet not all cyanobacterial 
genera are toxic. Different cyanobacteria produce similar 
toxins i.e., Microcystis sp, Anabaena sp, and Anabaenopsis 
sp all have been capable of producing microcystin 
(Torbick and Corbiere, 2015). Furthermore, 
cyanobacterial toxins also implicated among the factors 
contributing to chronic kidney disease of uncertain 
etiology in Sri Lanka. Thus, presence of cyanobacterial 
harmful algal bloom formation in freshwaters is a serious 
concern (Kulasooriya, 2017).  

HABs are extremely patchy, they often remain 
unobserved by current monitoring programs, and spatial 
and temporal frequencies of conventional water 
sampling programs are not adequate to report changes 
in phytoplankton biomass, bloom conditions. 
Conventional in situ sampling and laboratory 
measurements comprise of physicial, chemicial and 
biologicial properties and indicators. Though, the in situ 
measurements of water quality parameters only 
represent point estimates of water quality conditions in 
time and space nevertheless, obtaining spatial-temporal 
variations in large waterbodies are almost impossible, 
conventional methods are extremely labor-intensive, 
tedious, monitoring and forecasting of entire 
waterbodies might be unapprochable, due to water 
surface extent and toporgaphic characteristics 
(Gholizadeh et al., 2016; Ouma et al., 2018).  

RS become an effective tool to derive the spatial and 
temporal behavior of aquatic ecosystems (Liang et al., 
2017; Neil et al., 2019). Combination of RS with 
conventional in situ sampling methods coupled with 
laboratory measurements and analysis may provide 
effective approach (Bonansea et al., 2018). Numerous 
algorithms have been developed to estimate Chl-a 
concentrations. Namely, Sea-viewing Wide Field-of-view 
Sensor (SeaWiFS), Moderate Resolution Imaging 
Spectroradiometer (MODIS), Medium-spectral 
Resolution Imaging Spectrometer (MERIS), Sentinel 2 
and 3, Landsat Operational Land Imager (OLI) and 
Enhanced Thematic Mapper Plus (ETM+) which are 
spaceborne missions that have been frequently used in 
deriving the information on Chl-a concentrations. 

Chl-a taken as the index of phytoplankton abundance, 
and may result in visible changes in water bodies. HABs 
have distinct spectral characteristics i.e., significant 
absorption bands around 500 nm, 675 nm and 
reflectance peaks 550 nm, and 700 nm; which is caused 
due to dramatic increase of phytoplankton biomass. 
When a HAB dominates the phytoplankton biomass, Chl-
a concentration has the advantage of providing an 
estimate of the total concentration of the bloom (Kutser, 
2004).  
 

2. Method 
 

The datasets in this research include S2A satellite 
imagery of Kotmale reservoir, Sri Lanka acquired on July 
21, 2020, approximately at 05:06 GMT.  Level -1C MSI 
data downloaded from the Copernicus Open Access Hub 
(https://scihub.copernicus.eu/dhus) provided by 
European Space Agency. Water samples at 45 study 
points were collected randomly. Coordinates for water 
sample stations were recorded using a global positioning 
system (GPS). The in-situ data and corresponding 
satellite image pixels were used to develop and evaluate 
the supervised learning method for retrieval of the Chl-a 
concentration in the lake. 

 

2.1. Laboratory Analysis of Chlorophyll-a 
 

Chl-a quantification, used to estimate the total 
phytoplankton biomass, was carried out according to the 
Lorenzen, 1967 method. Each sample was filtered using 
0.8 μm pore size filters under vacuum pressure that were 
then kept frozen at 253.15K for 8-12 hours in darkness. 
Chl-a was extracted from these filters in methanol by 
ultrasonication and agitation. The extracts were 
centrifuged at 13300 rpm for 10 minutes to reduce the 
turbidity. The Chl-a concentration of the extracts was 
determined spectrophotometrically using a Labomed 
UV-VIS RS spectrometer. Chl-a concentration was 
calculated accordingly. 

 

2.2. Atmospheric Correction   
 

Removing the intervening atmosphere effect from 
S2A satellite imagery is vital for the accurate estimation 
of Chl-a concentration in the reservoir. In this research, 
the Rayleigh correction is carried out to obtain the 
Rayleigh-corrected reflectance. The reflectance to 
radiance results from the below formula: 

 

𝐿𝑇𝑂𝐴(𝜆) =  
𝑄𝑐𝑎𝑙 𝐸(𝜆) 𝑐𝑜𝑠𝜗𝑖

𝜋 𝑑2
 (1) 

 

Where LTOA(λ) is Rayleigh adjusted radiance (Wm-
2sr-1), Qcal is the pixel value, θi is the incidence angle 
(radians), E(λ) mean solar irradiance for each band (Wm-
2) and d is the sun-earth distance in astronomical units 
(AU). For Sentinel 2 the incidence angel is substituted 
with the values from the sun zenith band θs. 

Undetected clouds can produce misleading results in 
the analysis of surface and atmospheric parameters. 
Water color RS products requires reliable cloud 
detection and cloud shadow detection and classification 
before atmospheric correction. The SHIMEZ method 
assumes that clouds are grey to white. Assumption is 
made that the mean of the red, blue, and green bands 
greater than a defendable threshold (B) (0.25), and that 
the difference between each of two bands lower than a 
pre-determined threshold (A) (0.15 over the day). 
 

2.2.1. Algorithms for Chlorophyll-a  
 

All available band ratios, frequently used for Chl-a 
estimation were assessed in this study, including two 
blue-green band ratios (B1/ B3 and B2/B3, respectively) 
one green-red band ratio (B3/B4), two NIR-red band 
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ratios (B5/ B4 and B6/B4, respectively) one NIR-Red 
three-band ratio ((B5 + B6) /B4) and Normalized 
Difference Chlorophyll Index (B4-B6/B4+B6). 

 

2.2.2. Quantifying the Quality of Predictions 
 

Standard statistical metrics were used to evaluate 
the empirical model to estimate Chl-a in the reservoir. 
The Root Mean Square Error (RMSE), Normalized Root 
Mean Square Error (NRMSE), Mean Absolute Percentage 
Error (MAPE) metrics were used. 

 

3. Results  
 

All cross-regression analyses between Chl-a and 
sensor radiance that corresponds to the band ratios 
shown in Table 1 and Table 2 including the locations 
under semitransparent clouds and cloud shadows.  

 

Table 1. Performance of selected Chlorophyll-a 
estimation algorithms and results of the best-fit curve 
analyses 

S2A band ratio 
Regression equation coefficients 

𝐥𝐧 𝒀 =  𝜷𝟎 + 𝜷𝟏 𝒙 
𝜷𝟎 𝜷𝟏 

B1/B3 17.5 -12.6 
B2/B3 21.2 -18.0 
B3/B4* -36.8 22.3 
B5/B4 -22.7 24.6 
B6/B4 -10.9 7.7 
B5+B6/B4 -15.7 6.5 
B4-B6/B4+B6 -3.3 18.6 

 

Table 2. Selected Chlorophyll-a estimation 
algorithms and results of the best-fit curve analyses for 
in situ measurements of Chlorophyll-a located under 
semitransparent clouds and cloud shadows 

S2A band 
ratio 

Regression equation coefficients 

𝒀 =  𝜷𝟎 + 𝜷𝟏𝒙 + 𝜷𝟐𝒙𝟐 + 𝜷𝟑𝒙𝟑 
𝜷𝟎 𝜷𝟏 𝜷𝟐 𝜷𝟑 

B1/B3 -2105.9 4421.6 -3090.8 719.4 

B2/B3 -9827.0 23674.9 
-

19007.1 
5085.2 

B3/B4* -927.7 1775.4 -1133.0 241.12 
B5/B4 1762.6 -5470.8 5659.6 -1951.4 
B6/B4 457.5 -1162.9 98.3 -277.4 
B5+B6/B4 1592.4 -2227.4 1038.0 -161.6 
B4-
B6/B4+B6 

1.9 75.3 954.6 3857.5 

 

Figure 2. Chl-a retrieved from S2A MSI (B3/B4 
Exponential curve fitted) in Kotmale reservoir. Areas 
covered with semitransparent clouds and cloud shadows 
are masked in color gray 
 

The summarized statistical analyses of the S2A MSI 
derived Chl-a concentrations over the locations including 

study points under semitransparent cloud cover are 
listed in Table 3 and Table 4 respectively. 
 

 
Figure 3. Chl-a retrieved from S2A MSI for study points 
under the semitransparent cloud and loud shadows 
(B3/B4 Polynomial curve fitted) in Kotmale reservoir. 
Dense clouds and cloud shadows are masked in dark 
gray. 

 

Table 3. Validation of Sentinel 2A band ratio models 
considering RMSE, NRMSE and MAPE 

S2A band 
ratio 

RMSE NRMSE MAPE 

B1/B3 0.180 0.454 0.534 

B2/B3 0.190 0.478 0.853 

B3/B4* 0.092 0.233 0.255 

B5/B4 0.149 0.374 0.914 

B6/B4 0.167 0.422 0.749 

B5+B6/B4 0.163 0.410 0.799 

B4-
B6/B4+B6 

0.167 0.421 0.758 

 

Table 4. Validation of S2A band ratio models considering 
RMSE, NRMSE and MAPE for in situ measurements 
located under semitransparent clouds 

S2A band 
ratio 

RMSE NRMSE MAPE 

B1/B3 0.154 0.591 12.696 

B2/B3 0.091 0.349 2.019 

B3/B4* 0.055 0.213 3.142 

B5/B4 0.116 0.447 6.167 

B6/B4 0.120 0.463 6.167 

B5+B6/B4 0.120 0.463 6.554 

B4-
B6/B4+B6 

0.110 0.421 6.022 

 

4. Discussion 
 

Evaluation on the performances of frequently used 
band ratio algorithms for estimating Chl-a in Kotmale 
reservoir, demonstrated the appropriateness of green-
red two band ratio to estimate Chl-a in the reservoir 
using S2A data. The  cross-relationship of Chl-a and 
band ratios for non-cloudy locations, with the strongest 
correlation, was detected between under exponential 
curve fit of Chl-a and band ratio of B4/B4. Measurements 
located under clouds and cloud shadows show a 
correlation with Chl-a and band ratio of B3/B4 under 
polynomial fit. 

 

5. Conclusion  
 

The main aim of this study was to evaluate the 
suitability of S2 MSI imagery for mapping lake water 
quality parameters (Chl-a) by means of band ratio type 
algorithms, which has demonstrated good performance 
in previous water color remote sensing studies. 
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The clouds’ interference can cause lowering of the 
signal to noise ratio of reflectance, especially in blue and 
green bands, which were used to calculate the calibrated 
spectral radiance, which might be problematic for 
predicting low spectral band ratio derived Chl-a in the 
study points which are located under clouds and cloud 
shadows.  

The second prominent reflectance peak around 700 
nm occurred because of minimal absorption of water 
constituents i.e., Chl-a, Colored Dissolved Organic Matter 
(CDOM), non-algal particles (NAP) and particulate 
backscattering, which controls the reflectance variations 
in this region. While the peak magnitude; near 700 nm vs. 
Chl-a concentration indicated a very poor relationship, 
the increase in the Chla concentration caused the 
displacement of the peak position in the red region which 
is usually observed in turbid and productive waters. The 
NIR-Red band ratio algorithms did not result in a 
significant improvement in performance relative to the 
green-red two band ratio model feasibly because of the 
effect of absorption by CDOM NAPs. 
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 Modeling accurate above-ground biomass (AGB) maps is a critical issue in remote sensing 
research. Since the relationship between biomass and environmental variables are usually 
complex, because of being affected by many factors, using non-parametric methods like 
Convolutional Neural Network (CNN) to estimate biomass on the global scale is convenient.  
To choose the most significant variables to enter to the AGB estimation model two feature 
selection techniques were applied, Support Vector Machine for Regression Feature Selection 
(SVRFS) and Random Forest Feature Selection (RFFS) techniques. The optimum AGB model 
was created using the training dataset and the predicted model was created using the test 
dataset. The results showed CNN with the SVRFS technique, achieved the highest RMSE values 
(31.22 Mg/ha). This study highlighted the capability of the deep learning algorithm to improve 
AGB estimates on a global scale.   

 
 
 
 

1. Introduction  
 

Biomass  is a good measure of plant domination in 
research. Remote sensing technology is a powerful tool 
in biomass estimation in regional and global scale (Lu 
2006). Passive microwave observations can provide data 
from both green and non-green vegetation 
components(Liu, Van Dijk et al. 2015, Talebiesfandarani, 
Zhao et al. 2019) and can take information from a deeper 
layer of vegetation, depending on the frequency. Besides, 
passive microwave observations are insensitive to cloud 
cover. Biomass estimation using passive microwave data 
is based on Vegetation Optical Depth (VOD) (Ulaby, 
Kouyate et al. 1986, Momen, Wood et al. 2017). The VOD 
retrieved at lower frequencies like L-band has special 
relationship to the vegetation features of the whole 
canopy. Beside VOD, there are many variables that are 
important in biomass estimation(Rodríguez-Fernández, 
Mialon et al. 2018, Vittucci, Laurin et al. 2019). In this 
research, beside VOD, precipitation, temperature, tree 
height, NDVI, EVI, climatic water availability (CWA) and 
evapotranspiration were used to enter to the models.   

Recently, Non-parametric models like convolutional 
neural network (CNN) as a deep learning approach are a 
popular way to analyze complex environment 
relationships (Chen, Ren et al. 2018, Jin, Li et al. 2020, 
Kattenborn, Leitloff et al. 2021).  

It’s clear that in a deep learning model, all the input 
variables in the biomass estimation dataset are not 
helpful to build the model. Furthermore, adding many 
variables from different datasets to the model can cause 
model complexity and reduce the overall accuracy of the 
model.  Efforts were made to mitigate these problems 
using some feature selection techniques to find the best 
series of features and build an effective biomass model. 
Here Random Forest Feature Selection (RFFS) and 
Support Vector Regression Feature Selection (SVRFS) 
were used to find how the accuracy of the biomass 
estimation is affected by the different combinations of 
feature selection techniques.  

The main goals of this study were:  
-Using feature selection techniques to select the most 

influential variables in biomass estimation. 
-Investigating the ability of a deep learning method on 

biomass estimation  in the global scale and comparing the 
models. 
 

2. Method 
 

2.1. Input Data 
 

To take climatic variables the Climatic Research Unit 
Time Series (CRU TS) 4.05 diffusion  (Harris et al., 2014) 
has been utilized in the present study. The CRU TS 
dataset that used here consists of precipitation, 

http://igd.mersin.edu.tr/2020/
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temperature (air temperature at 2m above the soil) and 
evapotranspiration. In addition to CRU TS, the climatic 
water availability (CWA) was used as one of the inputs to 
the models. CWA [mm/yr.], show the amount of water 
lost during the dry season. Here is supposed CWA not to 
change during the period of this research (2000-2019).  

The VOD data (SMOS-IC), used in this study, at L band 
was obtained from SMOS which operate at 1.2 GHz. It is a 
global product with 25-km spatial and one-day temporal 
resolution.  

The input data consist of yearly, seasonal and 
monthly data. 

AGB map was derived as a part of the Climate Change 
Initiative, CCI project (CCI AGB D4.3, 2020)(Santoro, 
Cartus et al. 2021).  NDVI, EVI and tree high also were 
used as the input data to the CNN model.  

 
2.2. CNN 

 
Our CNN model consists of 5 convolution layers. Each 

convolution layer extracts a special-spectral feature. To 
avoid overfitting, dropout function was used but no 
special improvement in the test data. Stepwise learning 
rate was used to avoid overfitting during training the 
model.  All the layers of the network performed the 
feature extraction. In the first layers,  low-level features 
and in the last layers high-level features was extracted. 
Here, a fully connected neural network is used. Adjusting 
the optimal hyperparameters for CNN was based on 
random search, because the grid search was time 
consuming. Table 1 shows the configurations of the 
tuning hyperparameters for CNN algorithm.  

The original data are divided into training dataset 
(80%) and testing dataset (20%). The training data are 
classified into five folds (five-fold cross-validation), four 
folds chosen for training and one left signified for 
validation. Each of the five folds operates once as 
validation set and four times as training data. The 
minimum average RMSE in the five validation datasets is 
a key specifying the optimal combination of 
hyperparameters. 

 
Table 1. The procedure of tuning the hyperparameters 
adjusted for each model 

Algorithm  Hyperparameters 
Tuned 

Hyperparameter 
Configurations 

 

CNN  Epoch  
H 
Kernel 
Learning rate  
seed 

10000,30000, 
70000,100000 
[299, 24, 5, 3, 1], 
[299, 24, 8, 2, 1], 
 3*3, 5*5, 7*7 
0.1, 0.2, .0.3 
10-100interval 10 

 

 
2.3. Feature Selection Techniques 

 
Here RFFS and SVRFS are chosen to apply to the 

original dataset to specify suitable variables. RFFS is an 
embedded algorithm that utilizes random forests as the 
base arranger(Rodríguez-Fernández, Mialon et al. 2018). 
Firstly, the random forest was fitted for all the AGB 
features. In every run, one variable is permuted by 
random permutation model and other variables are 
entered in to the model without permutation. This 

process was implemented for all input variables one by 
one. Paying attention to RMSE values from permutations 
and sorting them showed the most important variables 
were those with greater RMSE values. Then, 20% of the 
less important attributes were removed, and again, the 
model fitted with other variables.  This step was repeated 
and the process was done until the least numbers of 
variables with the highest RMSE values were left. In the 
final step, the most important features were 
ranked(Shamsoddini, Trinder et al. 2013, Shamsoddini 
and Raval 2018).    

In the SVRFS technique, the process was done the 
same as RFFS technique, and the SVR model was used as 
the base arranger to choose appropriate variables to 
enter the models(Lal, Chapelle et al. 2006, Rodriguez-
Galiano, Luque-Espinar et al. 2018).  

Biomass estimation has been done using two feature 
selection techniques with a combination of CNN model 
(RFFS-CNN SVRFS-CNN respectively). 

 
2.4. Evaluation of the AGB estimation models 

 
The AGB models trained with all training data (80%) 

and 20% of the initial data as an independent-test dataset 
were used to estimate the coefficient of determination 
(R2), root mean square error (RMSE), relative RMSE 
(RMSE%), and bias. Paired samples t-test also was used 
for statistically comparing the efficiency of different AGB 
models. 

 
3. Results  

 
3.1. The primitive AGB estimation models result 

with all layers as inputs 
 

Table 2 represented the distribution of the R2, RMSE, 
RMSE%, and bias for CNN biomass estimation model in 
the case of entering all the input data to the models 
(without using feature selection techniques).  

 
Table 2. The performance metrics for CNN algorithm 
with all input variables 
 R2 

 
RMSE(Mg/ha) RMSE% bias 

(Mg/ha) 
CNN 0.8795 40.5700 30.1041   0.50 

 
3.2. Specifying the optimal number of input 

variables (implementation of feature selection 
techniques) 

 

The trend of RMSE values of RFFS-CNN SVRFS-CNN 
models as the input variable numbers changed is 
represented in fig. 1. Input data started from about 300 
variables and low-scoring features were removed until 
eight variables left. In general, in the figure, by decreasing 
the number of variables, RMSE values decreased.   

Tree height, average EVI index in autumn 2017, 
average EVI index in winter in 2017, average 
evapotranspiration in winter 2017, average temperature 
in spring 2004, average NDVI in August 2017, average 
optical depth in January 2017 and mean NDVI in October 
in 2017were included in 8 most effective variables when 
use RFFS respectively. 

https://www.sciencedirect.com/science/article/pii/S0034425720306118#bb0100
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Fig.1. The trend of RMSE values for different number of 
variables for the CNN model 
 

When SVRFS model was used as feature selection 
model tree height, Average spring rainfall in 2004, 
Average optical depth in November 2017, average NDVI 
in August 2017, average NDVI in autumn 2017, average 
optical depth in January 2017, average spring 
precipitation in 2016 and average optical depth in spring 
2017 were the 8 most significant variables in AGB 
estimation. Tree Hight, mean NDVI in August 2017 and 
mean optical depth in January 2017 were the same 
variables in two feature selection models. The most 
important variable in two feature selection models was 
tree height.  It shows tree height variables are 
fundamental variable in AGB estimation regardless of  the 
method is used. 

Since the most important target in using feature 
selection technique is reducing the RMSE value, precise 
attention to the accuracies, indicated SVRFS technique 
compared to RFFS could reduce RMSE value 
appropriately in AGB estimation model (31.2209 Mg/ha, 
for SVRFS-CNN, compare to 36.6764 Mg/ha, for RFFS-
CNN). Here also SVRFS technique could reduce 
overestimation and underestimation of the models more 
significant than RFFS.  
 
3.1. Evaluation of the Model 
 

Statistical comparison of different models was done 
sing the paired sample t-test (Shamsoddini and Raval, 
2018). Table 3 indicated the p-value derived from paired 
sample t-test. No statistical differences were between the 
CNN model and CNN in combination with two feature 
selection techniques. RFFS-CNN and SVRFS-CNN also 
have no statistically difference but SVRFS-CNN 
outperformed better than RFFS-CNN (Table 3). 
 
Table3. P-value related to paired sample t-test to 
compare two models 

 CNN RFFS-CNN SVRFS-CNN 
CNN * 0.94 0.20 
RFFS-CNN  * 0.17 
SVRFS-CNN   * 

 
4. Discussion 
 

CNN model could predict biomass well (Kussul, 
Lavreniuk et al. 2017).  One of the important issues in 
taking the best results from the CNN model depended on 

choosing the optimal scale for it. The optimal scale 
depends on many factors like the appropriate number 
and type of samples, spatial and spectral resolution, 
sensor and land cover type(Dong, Du et al. 2020). 
Another important issue in CNN model precision for 
biomass monitoring is adjusting and tuning the 
hyperparameters properly(Dong, Du et al. 2020, Gupta, 
Rajnish et al. 2021). In this research, many efforts been 
made in choosing optimal scale and tuning the 
hyperparameters.  

In this research SVRFS technique outperformed RFFS 
in the AGB mode(Tuong, Tani et al. 2020). It means that 
the SVRFS technique could retain more convenient 
information from the original data set. Also, compared to 
the AGB models with all variables as inputs, the least 
overestimations and underestimations related to the 
CNN model with combination of feature selection 
techniques(Li, Li et al. 2020). Here,  tree height was the 
most practical feature in both feature selection 
techniques(Wang, Zhang et al. 2021). It is noteworthy 
that reliable reference biomass maps such as 
Saatchi(Saatchi, Harris et al. 2011) and Glob 
biomass(Santoro, Cartus et al. 2018, Santoro, Cartus et al. 
2021) were produced based on tree height 
measurements(Nogueira, Engel et al. 2014). The other 
joint selected variables were VOD and NDVI. VOD has 
coarse special resolution but its high sensitivity to AGB 
makes it suitable indicator for biomass monitoring in 
large scale(Chaparro, Duveiller et al. 2019). AGB also has 
a significant relationship with NDVI, especially in shorter 
vegetation cover(Goswami, Gamon et al. 2015).  

Finally, it should be noted that improving AGB 
estimation for landcovers and ecoregions can investigate 
more details in biomass estimation and provide stable 
results in contributions of the predictor variables to the 
AGB estimation model and is necessary in the future.   
 

5. Conclusion  
 

This study compared CNN AGB estimation model with 
and without feature selection techniques. The outcomes 
of this study were as follows:  

- CNN model could predict biomass well on the global 
scale.  

-Feature selection techniques were an effective tool in 
choosing the best variables to enter into the AGB model 
and improved estimation results. SVRFS technique 
outperformed RFFS. 

 -The jointly selected variables in two feature 
selection techniques were tree height, VOD and NDVI. 

- The best models to estimate AGB with the 
combination of feature selection techniques were SVRFS-
CNN with the lowest RMSE values.  
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 Iran has been a prime target of dust storms, mostly with exogenous origins arising from its 
neighboring countries. Dust storms generally depend on two factors, namely wind speed and 
soil erosion threshold, the latter being highly dependent on vegetation. Meanwhile, remote 
sensing data and imagery allow for monitoring vegetation changes in different spatial and 
temporal scales, particularly through vegetation indices commonly found in the literature. 
Still, these indices suffer from certain shortcomings such as a lack of quantitative outcomes 
and sensitivity to greenness. Net primary production (NPP) is a measure of carbon content 
absorbed by plants through photosynthesis and is not affected by the shortcomings seen in 
vegetation indices. This study explored the relationship between NPP and dust storms in the 
Tigris and Euphrates basin. AOD values derived from MODIS data were used to measure dust 
and NPP values for different land cover types. The research findings showed that the highest 
correlation between AOD and NPP was found in the evergreen coniferous forest class with a 
Pearson correlation coefficient of negative 0.5326. 

 
 
 
 

1. Introduction  
 

Most countries located to the west of Iran are covered 
with vast deserts that serve as potential sources of sand 
and dust storms (SDS), which sometimes surpass 
political borders and affect neighboring countries (Al-
Dabbas et al., 2012; Griffin et al., 2002). Dust storms are 
not limited to specific regions or climates and can affect 
any place with unprotected soil surfaces. Hence, 
vegetation, water, and rock covers can effectively protect 
the soil against wind erosion (Qian et al., 2002). Some of 
the main contributors to wind erosion are drought, low 
precipitation, rangeland plowing, and land-use change 
from forest to rangeland or from rangeland to 
agricultural lands (Haghighi et al., 2018; N. Middleton & 
Kang, 2017). Vegetation is much more effective than 
other factors since plants not only strengthen the soil 
through their roots but also reduce evaporation by 
providing shading (N. J. Middleton, 1986). Furthermore, 
plant litter decomposes into organic matter, which can 
increase the soil's erosion threshold. Vegetation, 
however, is severely sensitive to drought and low 
precipitation and more rangelands and forests are being 

destroyed with population expansion worldwide (Rivera 
et al., 2021). In addition, land cover changes can have 
positive or negative effects on SDS. Overall, forest and 
tree cover boost soil consistency and prevent wind 
erosion by reducing wind speed, creating shade, and 
developing roots (Youlin, 2001). Vegetation monitoring 
through field surveys is rarely cost-effective and often 
impossible in certain cases. Satellite data and imagery 
present a suitable alternative thanks to their regular and 
long-term acquisitions, allowing for the analysis of land 
surface phenomena over long periods from the past to 
the present. The most common remote sensing method 
for monitoring vegetation is using vegetation indices 
such as NDVI. This method has also been used for 
investigating the effect of vegetation on dust events (Li et 
al., 2020; Ranjbar et. al., 2020; Rivera et al., 2021). These 
indices are not perfect either and suffer from flaws such 
as lack of quantitative results, sensitivity to greenness, 
and high dependence on image acquisition angle and 
time. This study used net primary production (NPP) 
instead of vegetation indices to overcome these issues. 
NPP is an indicator of the carbon absorbed by plants 
through photosynthesis minus autotrophic respiration. 

http://igd.mersin.edu.tr/2020/
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NPP is a quantitative indicator of vegetation growth and 
depends on factors such as leaf area, woody/herbaceous 
plant type, and perennial/annual plant type (Gulbeyaz et 
al., 2018; Ruimy et al., 1999). These features also affect 
sand and dust storms and so NPP monitoring can shed 
light on the relationship between vegetation and SDS. 
This study used the NPP index to determine the effect of 
different land cover classes on the amount of dust in the 
Tigris and Euphrates basin. AOD was used to measure 
variations in dust levels. Considering that variations in 
vegetation affect the level of dust at different intervals 
and with delay, the relationship between AOD and NPP 
was investigated using different delay intervals.  
 

2. Research Data and Method 
 

2.1. Study area 
 

The Tigris and Euphrates basin with an area of 
935,400 km2 is located between longitude 36-51° E and 
latitude 27-40° N. The study area covers parts of Iran, 
Turkey, Syria, Jordan, Iraq, and Saudi Arabia, located 9 m 
below sea level at the shallowest and 4305 m above sea 
level at the highest point. A variety of climates can be 
seen across the region with the lowest and highest 
annual precipitation rates recorded at 18 and 376 mm, 
respectively. 
 

 
Figure 1. Landsat 8 false-color composite image of the 
study area (RGB with a band combination of 5, 3, and 2, 
respectively). 
 
2.2. Research Data  

 

NPP and AOD are among the most commonly used 
MODIS products for monitoring the carbon cycle and 
sand and dust storms. NPP is the amount of carbon 
absorbed by the plant during photosynthesis minus the 
amount released during respiration. It is called 
MOD17A3HGF V6 in the Google Earth Engine (GEE), 
which is a cumulative eight-day composite of MOD17A2H 
product (i.e., pure photosynthesis). AOD, another MODIS 
product, is also available in GEE (MCD19A2 V6) and 
provides daily estimates of optical depth at 0.47 and 0.55 

μm wavelengths using the Terra and Aqua sensors. 
MCD12Q1 V6 product of MODIS supplies six types of 
global maps of land cover at annual time steps, the fourth 
being the carbon cycle, which enables NPP monitoring 
and was used in this study. 

 

Change detection PsnNet 8-Day
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time step to 8-day

Getings time series 
of variables in 

different land cover

Relationship between NPP 
and dust storms in each 
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MODIS Land 
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Optical Depth 

Daily

AOD Lagged and 
calculate correlation 
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Has the correlation rate 
reached a maximum?

Yes

No

 
Figure 2. Flowchart of this study 
 
2.3. Methodology 
 

As shown in Figure 2, first, the 20-year MODIS land 
cover images were retrieved and the changes were 
enhanced. Then, two classes, namely change from 
vegetation to other classes and change from one type of 
vegetation to another vegetation class, were identified. 
Next, the samples were randomly selected from each 
class and uploaded to the GEE platform for pre-
processing of satellite data and extraction of time series 
data. After extracting the time series of NPP and AOD 
samples, the Pearson correlation coefficient values and 
the time delays were computed in Python. 
 
3. Results  

 
3.1 Twenty-year land cover and land use changes 
 

According to the results, land cover and land use 
classes in the study area included water bodies, 
evergreen coniferous forests, evergreen broad-leaved 
forests, broad-leaved deciduous forests, annual broad-
leaved plants, grasslands, barren lands, and built-up 
lands (eight classes). The highest land use change was 
from different vegetation classes to barren (112,193 
km2) and the lowest from rangeland to built-up (478 
km2). The total land use changes over 20 years amounted 
to 122,000 km2. Change from one vegetation class to 
another was approximately 91,239 km2 and from 
vegetation to other classes stood at about 11,2671 km2. 
 
3.2 Area of SDS and monthly NPP over 22 years 
 

AOD measures the optical depth of the atmosphere 
(i.e., the extent of sunlight prevented from reaching the 
ground), and AOD values above 0.5 mark the occurrence 
of a dust event. By retrieving the AOD from the MODIS 
data in GEE and creating a threshold, areas with an AOD 
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value above 0.5 were selected and their area was 
calculated for each month. Figure 3a shows the area of 
land affected by dust on a monthly basis over a 22-year 
period. Accordingly, large areas were affected by SDS in 
the 2000–2002 and 2008–2012 periods.  

MODIS NPP is an 8-day product, and the monthly NPP 
is the cumulative value of each month's images. The total 
NPP for each month is presented in Figure 3b, showing a 
declining trend in 2007 and 2008, which is consistent 
with the significant rising AOD trends. 
 

 
Figure 3. (a) The area of land affected by sand and dust 
storms per month and (b) the monthly NPP in a 22-year 
period. 
 
3.3 Relationship between NPP and AOD in each land 
cover class 
 

Five vegetation land cover classes were found in the 
study area. After the enhancement of changes, each class 
was sampled separately and randomly, and the SDS and 
NPP time series were extracted using GEE. Overall, there 
were no high correlation coefficients in any of the land 
use classes, with the highest observed in the evergreen 
coniferous forest (-0.5326) and the lowest in the 
evergreen broad-leaved forest class (-0.4320). The 
highest correlation among all classes was obtained with 
a 10-month delay, indicating that a rise in dust storms 
was seen after 10 months since declining NPP trends. An 
example of the AOD and NPP time series in the evergreen 
coniferous forest class is presented in Figure 4a. It can be 
seen that a declining AOD has led to an increasing NPP. 
Figure 4a shows the correlation coefficient of these 
variables in 0–25-month time delays. Moreover, 4c and 
4d demonstrate the variable scatter plots in zero and 10-
month delays. In the 10-month delay, the relationship 
between the variables was in its most regular state. 

Interestingly, in the 10-month delay (4d), no dust 
storm has occurred with NPP values above 2 since AOD 
values above 0.5 signal dust storms (Yue et al., 2017). The 
same result was obtained in other classes except for the 
evergreen broad-leaved forest class, in which no storms 
occurred with NPP values above 3. 

 

 
Figure 4. AOD and NPP time series with a 22-year 
correlation for the evergreen coniferous forest class; (a) 
the NPP and AOD time series and (b) the correlation 
coefficient at 0–24-month time delays. Figure 4c and 4d, 
respectively, show the relationship between the 
variables in zero and 10-month delays (highest 
correlation). 
 
4. Discussion 
 

There is an increasing urbanization trend in the Tigris 
and Euphrates basin (Attiya & Jones, 2020). Over the last 
20 years, built-up lands have expanded by 478.25 km2 
while 112,193.75 km2 have turned into barren lands. 
The vegetation status is changing drastically with 91,239 
km2 experiencing changes in the vegetation type over 
the past 20 years, mostly from forests and rangelands to 
agricultural lands. The research by Xu et al. (2015) 
revealed that vegetation change from woody to 
herbaceous led to a severe fall in NPP (Xu et al., 2015). 
The analysis of the study area showed that in the 20-year 
period, NPP values were the lowest in 2008 and dust 
storms were highest from 2008 to 2012 covering large 
portions of the study area in most months. These findings 
are consistent with those of many studies (Albarakat & 
Lakshmi, 2019; Boloorani et al., 2020; Broomandi et al., 
2017a, 2017b). Although the fall in NPP cannot be seen 
as directly affecting the rise in SDS, it can be associated 
with the rise in AOD considering the effect of vegetation 
on dust storms as confirmed by previous studies. Zou and 
Zhai (2004) concluded that former declines in vegetation 
(e.g., the last summer) can increase dust storms in later 
times (e.g., the next spring) (Zou & Zhai, 2004). The 
findings of the present study also showed that the time 
delay for the highest correlation between the variables 
was 10 months, which is also consistent with Zou and 
Zhai (2004). 

The separation of land cover classes increased the 
correlation between NPP and AOD in the evergreen 
coniferous forest class, whereas a lower correlation was 
obtained for other tree cover classes due to their low area 
and distribution. 
 
5. Conclusion  
 

This study used MODIS products, namely AOD, NPP, 
and land use data to investigate the relationship between 
AOD and NPP in different land uses and time delays. The 
research results can be summarized as follows: 

• The relationship between NPP and AOD varies in 
different land cover classes. 
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• In the study area, the NPP of the evergreen 
coniferous forest class had the highest correlation with 
AOD. 

• The effect of increasing or decreasing NPP on 
dust storms reached its highest level 10 months after the 
land use change. 

• A dust storm event is very unlikely if the NPP 
level has not been less than 2 g of carbon per m2 in the 
previous 10 months. 
 
 
References  
 
Al-Dabbas, M. A., Ayad Abbas, M., & Al-Khafaji, R. M. 

(2012). Dust storms loads analyses—Iraq. Arabian 
Journal of Geosciences, 5(1), 121–131. 
https://doi.org/10.1007/s12517-010-0181-7 

Albarakat, R., & Lakshmi, V. (2019). Monitoring dust 
storms in Iraq using satellite data. Sensors 
(Switzerland), 19(17). 
https://doi.org/10.3390/s19173687 

Attiya, A. A., & Jones, B. G. (2020). Climatology of Iraqi 
dust events during 1980–2015. SN Applied Sciences, 
2(5). https://doi.org/10.1007/s42452-020-2669-4 

Boloorani, A. D., Kazemi, Y., Sadeghi, A., Shorabeh, S. N., & 
Argany, M. (2020). Identification of dust sources 
using long term satellite and climatic data: A case 
study of Tigris and Euphrates basin. Atmospheric 
Environment, 224, 117299. 
https://doi.org/10.1016/j.atmosenv.2020.117299 

Broomandi, P., Dabir, B., Bonakdarpour, B., & Rashidi, Y. 
(2017a). Identification of the sources of dust storms 
in the City of Ahvaz by HYSPLIT. Pollution, 3(2), 341–
348. https://doi.org/10.7508/pj.2017.02. 

Broomandi, P., Dabir, B., Bonakdarpour, B., & Rashidi, Y. 
(2017b). Identification of dust storm origin in South -
West of Iran. Journal of Environmental Health Science 
and Engineering, 15(1). 
https://doi.org/10.1186/s40201-017-0280-4 

Griffin, D. W., Kellogg, C. A., Garrison, V. H., & Shinn, E. A. 
(2002). The global transport of dust. American 
Scientist, 90(3), 228–235. 
https://doi.org/10.1511/2002.3.228 

Gulbeyaz, O., Bond-Lamberty, B., Akyurek, Z., & West, T. 
O. (2018). A new approach to evaluate the MODIS 
annual NPP product (MOD17A3) using forest field 
data from Turkey. International Journal of Remote 
Sensing, 39(8), 2560–2578. 
https://doi.org/10.1080/01431161.2018.1430913 

Haghighi, S., Akhzari, D., Attaeian, B., & Bashir Gonbad, M. 
(2018). The effect of drought in the source area of 
dust storms on vegetation change (case study: 
western parts of Iran). Environmental Resources 
Research, 6(2), 195–200. 

Li, J., Garshick, E., Al-Hemoud, A., Huang, S., & Koutrakis, 
P. (2020). Impacts of meteorology and vegetation on 
surface dust concentrations in Middle Eastern 

countries. Science of the Total Environment, 712, 
136597. 
https://doi.org/10.1016/j.scitotenv.2020.136597 

Middleton, N. J. (1986). Dust storms in the Middle East. 
Journal of Arid Environments, 10(2), 83–96. 
https://doi.org/10.1016/s0140-1963(18)31249-7 

Middleton, N., & Kang, U. (2017). Sand and dust storms: 
Impact mitigation. Sustainability (Switzerland), 9(6), 
1–22. https://doi.org/10.3390/su9061053 

Qian, W., Quan, L., & Shi, S. (2002). Variations of the dust 
storm in China and its climatic control. Journal of 
Climate. https://doi.org/10.1175/1520-
0442(2002)015<1216:VOTDSI>2.0.CO;2 

Ranjbar, A. A., Imani, A., Abdoosi, V., Fruits, T., Branch, A., 
Attiya, A. A., Jones, B. G., Yang, B., Bräuning, A., Zhang, 
Z., Dong, Z., Esper, J., Sun, J., Du, W., Lane, Diana R, 
Debra P, Lauenroth, &, William K, … Ranjbar, A. A. 
(2020). The key role of water resources management 
in the Middle East dust events. Atmospheric 
Environment, 187(5), 139. 
https://doi.org/10.1007/978-3-662-45737-5 

Rivera, J. A., Marianetti, G., Hinrichs, S., Liu, Y., Ju, W., He, 
H., Wang, S., Sun, R., Zhang, Y. Y., Zhang, N., Hong, Y., 
Qin, Q., Liu, L., Iwasaka, Y., Minoura, H., Nagaya, K., 
Bousbih, S., Zribi, M., Pelletier, C., … Wang, Y. Y. 
(2021). Light-Use Efficiency Across the Oregon 
Transect’. Remote Sensing, 12(3), 284–295. 
https://doi.org/10.1002/ecs2.3578 

Ruimy, A., Kergoat, L., & Bondeau, A. (1999). Comparing 
global models of terrestrial net primary productivity 
(NPP): Analysis of differences in light absorption and 
light-use efficiency. Global Change Biology, 5(SUPPL. 
1), 56–64. https://doi.org/10.1046/j.1365-
2486.1999.00007.x 

Xu, J., Dong, J., Wu, L., Shao, G., & Yang, H. (2015). Land 
Use/Cover Change and its Impact on Net Primary 
Productivity in Huangfuchuan Watershed Temperate 
Grassland, China. Communications in Computer and 
Information Science, 482, 664–683. 
https://doi.org/10.1007/978-3-662-45737-5_65 

Youlin, Y. (2001). Global Alarm: Dust and Sandstorms 
from the World’s Drylands. Global Alarm: Dust and 
Sandstorms from the World´s Drylands, 345. 
http://www.preventionweb.net/files/1800_VL1022
11.pdf 

Yue, H., He, C., Zhao, Y., Ma, Q., & Zhang, Q. (2017). The 
brightness temperature adjusted dust index: An 
improved approach to detect dust storms using 
MODIS imagery. International Journal of Applied 
Earth Observation and Geoinformation, 57, 166–176. 
https://doi.org/10.1016/j.jag.2016.12.016 

Zou, X. K., & Zhai, P. M. (2004). Relationship between 
vegetation coverage and spring dust storms over 
northern China. Journal of Geophysical Research: 
Atmospheres, 109(3), 1–9. 
https://doi.org/10.1029/2003jd003913 

 
 



* Corresponding Author Cite this study 

*(Adisorn.dui48@gmail.com) ORCID ID 0000-0002-7819-9967 
  
 

 

Sittiwong, A. (2022). Study of land subsidence by INSAR time series of ALOS-2, Sentinel-
1 and GNSS CORS stations in Chaopraya basin, samutprakan, Thailand. 4th 
Intercontinental Geoinformation Days (IGD), 215-217, Tabriz, Iran 
 

 

4th Intercontinental Geoinformation Days (IGD) – 20-21 June 2022 – Tabriz, Iran 
 

 

 

 

4th Intercontinental Geoinformation Days  

 

igd.mersin.edu.tr 

 
 
 

Study of land subsidence by INSAR time series of ALOS-2, Sentinel-1 and GNSS CORS stations 
in Chaopraya basin, samutprakan, Thailand 
 

Adisorn Sittiwong *1  

 
1Wuhan University, The State Key Laboratory of Information Engineering in Surveying, Mapping and Remote Sensing (LIESMARS), 
Wuhan, Hubei, China 
 
 
 
 
 

Keywords  Abstract 
INSAR time series 

Land subsidence  
ALOS-2 
Sentinel-1 
CORS station 

 

 Samutprakan province is the most important industrial province and one of the main ports of 
Thailand, located in the north coast of Thailand near Bangkok. This area is receiving the impact 
of climate change from sea level rise and land subsidence, caused by many factors such as use 
of ground water from many industries in this province and surrounded area, the movement of 
earth surface and the numerous constructions in this area. This study will identify the 
movement ratio of land subsidence rate in last six years by using Interferometric Synthetic 
Aperture Radar (InSAR) time series technique from ALOS-2 satellite, Sentinel-1 and Precise 
Point Positioning (PPP) from GNSS CORS stations to identify the rate of land subsidence and 
compare the land subsidence with three difference methods above in last 6 years of 
Samutprakan province Thailand. 

 

 
 
 
 
 
 
 

1. Introduction  
 

Samutprakan province is one of the economically 
most important provinces in Thailand. The province is 
located in the northern gulf of Thailand near Bangkok. 
This province is facing flooding from sea level rise. This 
problem is getting closer to the capital city: Bangkok. 
Samutprakan and surrounding provinces are facing sea 
level rise, flooding, and land subsidence. The land 
subsidence is an important factor of flooding in 
Samutprakan, shown by case studies showing that the 
land subsidence in Samutprakan is caused by many 
factors such as the use of ground water, land reclaiming, 
and movements of the Earth surface. The Department of 
Groundwater Resources started to do research between 
1978 - 1981 and they found land subsidence of more than 
10 cm per year in Bangkok and Samutprakan. After that, 
the study of land subsidence has been widespread to 
many Universities in Thailand such as King Mongkut 
University of Technology vicinity (Bangmod), 
Chulalongkorn University, and Kasetsart University to 

work on monitoring land subsidence in the central part 
of Thailand. 
 

2. Method 
 

This study will identify the movement ratio of land 
subsidence rate in the last six years by using 
Interferometric Synthetic Aperture Radar; InSAR time 
series technique from ALOS-2 satellite, Sentinel-1 and 
Precise Point Positioning (PPP) from GNSS CORS stations 
to identify the rate of land subsidence and compare the 
land subsidence with three difference methods above in 
last 6 years of Samutprakan province Thailand. Both 
techniques are used to identify data from difference 
sources to find the subsidence rates of the study area in 
Samutprakan, in order to allocate the suitable area for 
industrial constructions and farming areas. The result 
from this thesis will benefit the residents in Samutprakan 
and the planning of industrial areas in the next 6 to 12 
years and indicate the most accuracy methods from these 
three methods. 
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2.1. Equations and analysis 
 

The SAR system transmits the microwave pulse that 
consists of amplitudes and phases. The difference phases 
represent the Earth’s surface movement by using the 
phase difference between two SAR acquisitions (∆ϕ), as 
shown in Equation 1. Hence, ∆ϕ can calculate the ground 
surface movement in LOS of a satellite (∆r), but ∆ϕ is 
wrapped difference phase form. So, measuring the 
deformation, the interferometric phase needs to be 
unwrapped. Simultaneously, the fundamental InSAR 
principle is used differential SAR interferometry 
(DInSAR) by a spatial ground surface of a stable object. 
The phase difference (∆ϕ) (A. Ferretti et al., 2001; 
Hanssen, 2001) as shown in Equation 2 is the summation 
of a phase of surface movement, or phase contribution of 
the pixel in the satellite LOS direction relate to ground 
deformation (ϕdef), phase of orbit error (ϕorbit), 
topographic effect phase (ϕtopo), phase of noise 
(ϕnoise), and atmospheric phase delay (ϕatm). The 
phase difference is calculated based on Equation 1 and 
Equation 2. 
 

∆ϕ = ϕ1 - ϕ2 = 4𝜋 𝜆 ∆𝑟 (1) 
 
where  
 
ϕ1, ϕ2: the phase of each acquisition  
λ: wavelength of radar  
∆r: the difference in range (LOS) between two SAR 
acquisitions  
 

∆ϕ = ϕatm+ϕdef + ϕtopo + ϕorbit + ϕnoise (2) 
 
where  
 
∆ϕ: interferometric phase (or phase difference)  
ϕatm: Atmospheric Delay  
ϕdef: phase contribution related to ground deformation  
ϕtopo: Topographic Effect  
ϕorbit: Orbit Error  
ϕnoise: Noise  
 
 

3. Results  
 

The validation of results between Sentinel-1images 
ascending mode and BPLE CORS station from 2014-2020 
can be interpreted in results of land subsidence velocity 
in mm/year. Both results retrieved from different 
sensors and programs. The results of Ps points from 
Sentinel-1 represented the velocity of BPLE CORS station 
leveled up 47.7 mm/year in blue points of map in figure 
28. The results from GNSS CORS station by AUSPOS 
online processing is 27.5 mm/year. The difference land 
subsidence velocity of 2 sources indicated in 20.2 
mm/year or 2 cm/year. The trend of 2 sources has 
relative in results and graph in figure 28. Thus, the result 
of 2 different sources presented in the same of land 
subsidence in trend that relate to results of DPT CORS 
station with level down in Sentinel-1 and DPT CORS 
station. 
 

 
Figure 1. Height and trend of BPLE CORS station in 
Samutprakan 
 

 
Figure 2 Height and trend of DPT CORS station in 
Samutprakan 
 

 
Figure 3. The land deformation spots in Samutprakan 
 
 

4. Discussion 
 

This research has studied the land subsidence in the 
most high-risk area in Thailand, Samutprakan by trying 
to use different of methodology and different sources 
such as satellite data from ALOS-2 and Sentinel-1 with 
SAR images that can detect the different of phases of 
radar energy on the earth surface. There are many 
studies of land subsidence in many places throughout the 
world that used InSAR time series of land deformation to 
study the trend of land deformation in the future for their 
interest and the change of disasters such as earthquake, 
volcano eruption, and ground water. In Samutprakan is 
also the area that is facing land subsidence and sea level 
raise every year. This research has provided the value, 
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numbers, and trend of land subsidence in Samutprakan 
in order to know the change of earth surface movement 
in specific area to concern in some high-risk area of land 
subsidence. This study also used many different sources 
to present the numbers of land subsidence in 
Samutprakan to be various of options and find the most 
suitable methods and sources for further study.  

 

5. Conclusion  
 

All results have answered of this thesis that want to 
know the influence of land subsidence in Samutprakan. 
The influent of land subsidence came from the use of 
ground water, the city grows up with more populations. 
These reasons cause the land subsidence in 
Samutprakan. For the rate of land subsidence in 
Samutprakan have different rate in different area. In this 
study we focused on two CORS stations to be the ground 
base reference for land subsidence by two satellites. The 
land subsidence rate in the middle of Samutprakan; the 
location of DPT is going down because constructions, use 
of ground water, and higher populations. The land 
subsidence rate in BPLE CORS station is going up because 
the city from Samutprakan has been expanding to the 
urban area, so the leveling of BPLE CORS station is having 
the level up. The different of three sources in results are 
not highly different. The results from all sources 
presented in the same trend of land subsidence velocity. 
The different in numbers of millimeters that reliable 
accurate.   
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 The Sentinel-2A satellite is a medium spatial resolution (10-60) multispectral instrument 
developed by ESA. In recent years, it has been seen that different studies have been carried 
out to demonstrate the competence and potential of Sentinel-2A MSI (Multispectral 
Instrument) satellite sensors. The aim of this study is to determine the temporal change in the 
acquisition of stone fields related to the rural neighborhood of Arabuk, Hilvan district of 
Şanlıurfa, to agricultural areas by using Sentinel-2A satellites. In this context, satellite images 
from the Sentinel-2A satellite of 2017 and 2022 were obtained from the data provider web 
address of the European Space Agency (ESA). The land cover changes for these five years were 
determined and the agricultural area gains were calculated. In the practice, which was carried 
out on an area of approximately 1925 hectares, it was determined that the lavas sprayed by 
Karacadağ, which is a volcanic mountain, cooled over time and turned into basalt stones. The 
lands that could be cultivated turned into a large stone area. As a result, the usability of 
Sentinel-2A satellite images, which provide free access, in the determination of the terrain 
pattern and determination of its use has been demonstrated.   

 
 
 
 
 

1. Introduction  
 

Although the agricultural activities in the world have 
increased over time, they cannot meet the needs and it is 
predicted that the increase in the world population will 
continue to increase in the future. On the other hand, 
reaching the border point of arable lands in countries 
that meet the demand for agricultural products and the 
decrease in the possibilities of increasing agricultural 
production further increase the importance of the issue. 
In parallel with these developments, the importance of 
developing countries with arable land and agricultural 
potential is increasing in terms of agricultural 
production. Karacadağ, which is a volcanic mountain 
located in the middle of the Southeastern Anatolia 
Region, transformed a large area into stony lands as the 
lavas it sprayed cooled over time and turned into basalt 
stones. There are dense stony areas in Şanlıurfa, 
especially in Siverek, Hilvan and Viranşehir districts. 
Since stones are scattered on fertile soils in a large part 
of the said lands, they can be easily cleaned and opened 
for agriculture. 

Satellite images, which are remote sensing data, 
provide data with sufficient spatial resolution for many 
years in frequent periods (Dereli, 2019; Oğraş, 2018; 
Yiğit & Kaya, 2020). Determining and comparing the 
satellite images archived for many years with the land 
data belonging to the same area in repetitive periods is 
useful for the maps to be created in the detection of new 
agricultural areas (İrfanoğlu & Balçık, 2018; Aghlamand 
et al., 2019). 

The main purpose of this study is to reveal the 
usability of the data obtained with Sentinel-2. For this 
purpose, using Sentinel-2 data, it reveals results related 
to the determination of the clearing of the stones on the 
land and opening it for agriculture in the rural 
neighborhood of Arabuk in Hilvan district of Şanlıurfa 
(Figure 1). 
 
2. Method 

 

Satellite images used in the detection study were 
obtained from the Sentinel-2A satellite. The areas 
covered by the stony areas of the lands determined from 
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2 satellite images detected in different time periods were 
determined and the situation before and after the stony 
areas were determined. 

 

 
Figure 1. Study area 
 

In the study, Sentinel-2 data from two different 
years was used and the changes between them were 
examined. First of all, a satellite image of May, 2017 was 
used to show the stony area before it was cleared (Figure 
2). Then, a second satellite image of May, 2022 was used 
to show the state of the stony area after cleaning (Figure 
3). 
 

 
Figure 2. Map showing the study area in 2017 
 

 
Figure 3. Map showing the study area in 2022 

 
With this study, the area covered by the stony areas 

was determined quickly by remote sensing methods and 
the areas suitable for agriculture were reached instantly 

and accurately. On the Sentinel-2 images, the stony area 
and the area brought to agriculture were determined and 
the area brought to agriculture was determined through 
the image. The areas where the stony areas were cleared 
and collected are shown in Figure 4. 
 

 
Figure 4. Areas where stony areas are cleared and 
collected 
 

The accuracy assessment was made with the 
differences between the terrain images and the satellite 
images of 2017 and 2022. Evaluations of the produced 
maps were carried out with controls on the existing 
ground (Figure 5). 
 

 
Figure 5. After stones are collected (up) and before 
stones are collected (down) 
 
3. Results  
 

In the study, the land cover changes for the years 
2017 and 2022 were determined, and the agricultural 
area gains of the stony areas were calculated. In the 
applications performed on images with a spatial 
resolution of 10 m with Sentinel-2A satellites, it is seen 
that 740,000 m2 of stony area is cleared and brought to 
agricultural areas. 
 

If the above-mentioned areas are opened to 
agriculture and dry wheat farming is considered to be 
used once a year, if we calculate the income to be 
obtained from 1 decare of land (for the year 2021); 
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Annual expense for 1 decare; 
-(Seed 100 TL + Fertilizer 220 TL + Fuel expenses 50 

TL + Harvest 50 TL + Agricultural Protection 160 TL) = 
580 TL 

-Annual income for 1 decare (Main product sales 1 
decare average 400 kg = 400*2.40 TL=960 TL + By-
product Straw 350*0.4=140 TL) = 1100 TL 

-Annual net income for 1 decare = 520 TL 
 
According to this calculation, it is seen that the 

cleaning cost of 1 decare of stony land is 1500 TL/da, and 
the income to be obtained from 1 decare of cleared and 
dry wheat farming land is 520 TL. 1 decare of land pays 
for itself in 2.8 years. 

Fertilizer cost was also calculated in the above 
calculation. However, when we consider that the lands 
are uncultivated lands and do not require fertilizer, and 
we exclude that cost from the calculation, the 
amortization period can be reduced to 2 years for 1 
decare, even in dry wheat farming that does not require 
only water. If different products and the second product 
account are added to the said calculation, it will be seen 
that the cleaning cost can be amortized in a very short 
time. 

In addition, when the fact that the stones collected 
from the lands can also be processed and evaluated 
economically, it is clear that stone collection works will 
contribute greatly to the economy of the region. 
 
 
 
 
 

4. Conclusion  
 

The important point here is to determine the 
effectiveness of Sentinel-2 satellite images in areas such 
as this study. For this reason, as it is understood from the 
study, since Sentinel-2 satellites provide high resolution 
data, interpretation can be made on the resulting images. 
In change detection studies, satellite images of at least 
two different times should be used. The use of long-term 
data, especially in the evaluations of land change and use, 
yields clear results. 
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 Earthquakes, which are caused by cracks in the earth's crust, are a type of natural disaster that 
can result in loss of life and property as well as economic damage. Earthquakes also induce 
ground surface displacements. In Turkey, the North Anatolian Fault Line, the East Anatolian 
Fault Line, and the West Anatolian Fault Line all experience continuous ground movements. 
The displacement caused by the earthquake that struck the Elazig-Sivrice region on the 
Eastern Anatolian fault line on January 24, 2020 was calculated using D-Insar (Differential 
Interferometric Sytntethic Apeture Radar) and SBAS (Sort Baseline Subsets) methods using 
Radar data from the Sentinel-1 satellite. compared and computed. 

 
 
 
 

1. Introduction  
 

Earthquakes are described as the shaking of the 
environment caused by the vibrations of the earth's crust 
breaking. Varying soils experience different 
deformations as a result of the earthquake effect. Surface 
rupture, regional collapse, slope movements, volumetric 
compression, liquefaction, settling and bearing failures, 
flow slides, lateral spreading, and sand volcanoes are 
some of the deformations that can occur (Onur, 2007). 
Since Turkey is located on the North Anatolian Fault Line, 
East Anatolian Fault Line, and West Anatolian Fault 
Zones, it is subject to earthquakes. Turkey, which is 
located on the Eurasian-Arab-African plate, has been 
subjected to destructive earthquakes throughout history 
due to its tectonic structure.Since the 1900s, these 
seismic movements in the square have been recorded 
with instruments. The two primary seismic network 
operators in Turkey are the Ministry of Interior, Disaster 
and Emergency Management Presidency (AFAD) and 
Boaziçi University Kandilli Observatory and Earthquake 
Research Institute (KRDAE) (Kadiriolu et al., 2018). The 
1999 Gölcük and Düzce, 2011 Van, and 2020 Elaz 
earthquakes are among the most catastrophic 
earthquakes in Turkey, according to records.Elazig is a 
province in Turkey's Eastern Anatolia region, bordered 
on the north by Tunceli and on the west by Malatya. The 

East Anatolian Fault Zone runs across this province, with 
Diyarbakr in the south and Bingöl in the east. In the last 
hundred years, 299 earthquakes larger than 4.0 have 
occurred in this region, which is still on this fault line and 
is still quite active today (AFAD, 2020). According to 
AFAD statistics, the epicenter of the 6.8 magnitude 
earthquake that struck on January 24, 2020 at 20:55 and 
lasted 20.04 seconds was located in the evrimtaş village 
of Elazığ province, Sivrice district, around 800 meters 
distant. The earthquake occurred in the Sivrice-Pötürge 
segment of the left-lateral Eastern Anatolian Fault zone, 
according to the research. After the earthquake, there is 
expected to be a 50-55 km rupture. 41 people were killed 
and 1600 more were injured in this earthquake, which 
demolished 547 structures and badly damaged 6247 
others.With technical advancements, the use of remote 
sensing tools in the analysis and monitoring of natural 
disasters has increased. Change detection analysis 
usually employs RADAR/SAR, LIDAR, and UAV 
technologies, which are commonly utilized in the field of 
active remote sensing. It is critical to properly and swiftly 
assess the changes that occur as a result of the disaster 
(Turker and San (2003), Turker and San (2004), Gince 
and San (2018)). Artificial Aperture Radar (SAR) 
approaches, in particular, are one of the most effective 
remote sensing instruments available today since they 
are unaffected by environmental conditions, are an active 
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system, and can collect data at any period (Gunce and 
San, 2018).Mamolu et al. (2020) analyzed a general 
geodetic event that occurred in Bolvadin using the 
interferometry technique, and displacement time series 
were acquired by creating the region's velocity map 
(mamolu et al., 2020).The SAR image records the 
amplitude and phases of the reflected signals from the 
targets in the study region. The phase is a value that is 
proportional to the target's distance. The target's 
reflectance values are used to calculate the amplitude. 
Using SAR data and D-InSAR and SBAS methodologies, 
the displacement analysis that happened after the 
earthquake in the Elazig Sivrice region was carried out in 
this work. D-InSAR uses the phase difference of two SAR 
images to calculate the difference in distances between 
targets on the ground. The SBAS method of Berardino et 
al. (2002) was used, as well as the advanced D-InSAR 
approach. In terms of providing temporal and spatial 
analysis, this approach is an important and powerful tool 
in the analysis of disasters that occur on Earth. This 
method can be used to see the spatial development of the 
deformation, which occurs over a long period of time and 
develops slowly. 
 
2. Test Site and Methods 
 
2.1. Test Site 
 

According to AFAD data, the epicenter of the 6.8 
magnitude earthquake that struck on January 24, 2020 at 
20:55 and lasted 20.04 seconds was located in the 
evrimtaş village of Elaz province, Sivrice district, around 
800 meters distant. The earthquake occurred in the 
Sivrice-Pötürge segment of the left-lateral Eastern 
Anatolian Fault zone, according to the research. After the 
earthquake, there is expected to be a 50-55 km rupture. 
 

 
Figure 1. Sivrice (Elazig) earthquake location map 
(AFAD,2020) 
 
2.2. Methods 
 
2.2.1. D-InSAR 
 

SAR data acquired by the Sentinel-1 satellite on the 
22nd of January and the 3rd of February 2020 were used 
in the research. These photos are in SLC format and are 
stored in IW mode. An image created at an oblique range 
distance along the azimuth direction is stored in SLC 

format. Complex values (I and Q) including amplitude 
and phase information are used to represent each pixel 
in the image. SLC products are processed to produce a 
single view of any size that uses the entire signal 
bandwidth. The satellite's orbit and altitude data are 
used to geo-reference the images (Bourbig et al., 
2016).The SAR image records the amplitude and phases 
of the reflected signals from the targets in the study area. 
The phase is a value that is proportional to the target's 
distance. The target's reflectance values are used to 
calculate the amplitude. 

Based on the phase difference of two SAR images, D-
InSAR is used to measure displacements in the study area 
with very low precision. The interferogram used in this 
case provides information on the target area's high 
difference. A one-dimensional measure of surface 
collapses in the satellite line of sight direction 
corresponds to a portion of the phase difference between 
the two SAR images obtained before and after the 
earthquake. 
 
2.2.2.  SBAS 
 

Another method, known as the SBAS method, obtains 
displacement over time by stacking conventional D-
InSAR interferograms (Berardino et al. 2002, Schmidt 
and Bürgmann 2003, 30 Hooper 2008). 

When compared to D-InSAR, the SBAS approach has 
two distinct features. Multiple SAR images taken at 
different times in the same area are required to get 
started. Second, only stable scattering signals are 
extracted. 
 

3. Results  
 

The data from February 3, 2020 and January 22, 2020  
were utilized to analyze the earthquake that occurred 

on January 24, 2020 in Elazig Sivrice district, and the 
phase difference between the data was used to create the 
interferogram displayed in Figure 2. The slump values in 
the displacement map developed varied from +25.4 cm 
to -17.9 cm, according to this interferogram. Figure 3 
depicts the displacement map that was developed. 
Furthermore, the displacement map developed with the 
LICSBAS tool (Morishita, et al.,2020), which is a SAR 
interferometry time series analysis software, is 
consistent with the results obtained from the D-InSAR 
study. 

The SBAS study determined that the subsidence in the 
Elazığ Sivrice region was between +11.73 cm and -11.92 
cm, based on a displacement map developed on the same 
platform as the D-InSAR displacement map. Figure 4 
shows the resulting displacement map. 
 

 
Figure 2.  Interferogram  
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Figure 3. Displacement Map in mm (D-InSAR) 
 

 
Figure 4. Displacement Map in mm (SBAS) 
 

 
Figure 5.  Displacement Map in mm (SBAS) 
 
      The minimum, maximum mean and standard 
deviation values of the obtained analysis results are 
given in Table 1.  
 
Table 1. Values obtained as a result of analysis 

  
Minimum 
value 

Maximum 
value 

Mean 
value 

Standard 
deviation 

D-InSAR -1799,979 2545,0082 -24,8119 240,8371 
SBAS -1094,050903 1173,7658 -37,8196 347,8103 

 
 
4. Discussion and Conclusions 
 

Karslıoğlu et al. determined the collapse values 
between +25.4 cm and -17.9 cm as a result of the 
earthquake that occurred in the Sivrice district of Elazig 
province in January 2021 as a result of the study. The 
earthquake-induced subsidence analysis of the Sentinel-
1 satellite: Sivrice-Doğanyol-Pütürge sample agrees well 
with the study's collapse values, confirming the study's 
findings. 

It has been determined that the displacement values 
obtained as a result of the SBAS analysis using 
interferogram stacks give more sensitive results than the 
values found by the D-InSAR method, as shown in the 
table 1. 
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 Uranium (U) and Thorium (Th) are strategically important elements worldwide. For this 
reason, exploring these elements, which are enriched in many geological environments, is 
exceedingly significant. U-Th enrichments in Turkey were usually discovered in the Western 
Anatolian geography. U-Th anomalies were still observed in the Arıklı region south of 
Çanakkale. In this study, remote sensing and Geographical Information Systems (GIS) were 
utilized in the QGIS program to carry out the geochemical data obtained in the field more 
understandable. U-Th values, which show high values in the fault zones in the Arıklı region, 
are immediately related to the CaO values. As in many geological studies, remote sensing and 
GIS studies suggest the opportunity to check out field data with a significant quality in 
exploring ore deposits.   

 
 
 
 

1. Introduction  
 

Uranium and Thorium are significant and strategic 
radioactive elements. For this reason, applications are 
carried out to explore these elements, which are enriched 
in many geological environments. Granite and volcanic 
rocks are essential sources of Uranium enrichment 
(Zhang and Zhang 1991; Qin and Liu 1998). U deposits 
are divided into four groups corresponding to the host 
rock lithology (Li et al. 2002). These are granite-rock type 
(G-type), sandstone type, volcanic-rock type (V-type), 
and carbonaceous-silica-pelitic-rock type (CSP-type), 
respectively. It has been described that the significant 
uranium enrichments in Turkey are situated in western 
Anatolia (Şaşmaz 2008). 

MTA started uranium exploration activities in Turkey 
in 1953, and after that, exploration studies continued 
(Contencin 1960; Günaydın 2017). In the Ayvacık-
Küçükkuyu field near Çanakkale province, the U3O8 
value was 0.08% in Miocene carbonate rocks (MTA, 
2009, MTA 2010c). There are phosphate nodules and 
natural radiation sources in the volcanic tuffs between 
Küçükkuyu and Ayvacık (Atabey 2006). On the Geyikli 
coast, near the region, there are minerals (taurite and 
uraninite) consisting of heavy metals, uranium and 

Thorium in the sands (Andaç 1971). These radioactive 
minerals originate from the granitic rocks outcropping 
around Geyikli (Andaç 1971). Günaydın (2017) 
explained that there is a U enrichment in the composition 
of bayleite and ningyoite in and around Arıklı. High 
natural radiation values were also reached in the fault 
zones around Örencik and Feyzullah Tepe, northwest of 
Arıklı (Atabey 2006). The effect of hydrothermal waters 
forms magnesite breccias located in the northwest of 
Arıklı, and there are U up to 700 ppm and Th greater than 
1000 ppm in this fault zone (Günaydın 2017). Öztürk et 
al. (2021) examined microthermometric measurements 
from magnesite observed in these fault zones and 
determined that (Th, oC) was between 282-348 oC and % 
NaCl salinity equivalents were between 4.2-8.0. They 
also stated that the solution system of liquid inclusions is 
in the form of H2O-MgCl2-CaCl2, and the density of liquids 
is between 0.58-0.74 g/cm3.  

In recent years, high-resolution digital applications 
have been widely used in geological studies. Remote 
sensing (RS) and geographic information systems (GIS) 
are principles for map-based interpretation of many 
geological structures. With scientific advances in spatial 
analysis techniques, linearity, ore exploration, and 
morphological investigations have become practical. 
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Geographic Information Systems (GIS) have also been 
used in mineral exploration studies and mine probability 
maps (Porwall et al. 2001; Joly et al. 2012; Lindsay et al. 
2014). 

This study evaluated the analysis results obtained in 
the survey by Öztürk et al. (2021). Samples collected in 
the field, geological maps, satellite images and thematic 
maps were evaluated together. 
 

2. Method 
 

The DEM image of this geologically significant 
region has been downloaded from the United States 
Geological Survey (USGS) website. Aspect, 3D map and 
slope map of the region was created by evaluating the 
downloaded images in the QGIS environment. The 
geological map prepared by Öztürk et al. (2021) was 
digitized in the GIS environment, and sample points were 
located. Afterwards, heat maps dwelling on major oxide 
and trace elements were made. 

 

2.1. Regional Geology 
 

The application area is south of the Biga Peninsula 
in Western Anatolia. The application area in the Ayvacık 
district of Çanakkale is tectonically located in the Sakarya 
Zone (Fig 1). Okay et al. (1990) described the units in the 
Çanakkale region as pre-tertiary and post-Tertiary units, 
respectively. Their subsequent studies divided it into 
three pre-tertiary tectonic zones observed in the NE-SW 
direction (Okay et al. 2001; Okay and Altıner 2004). 
These zones are Ezine Zone, Ayvacık-Karabiga Zone and 
Sakarya Zone respectively. 
 

 
Figure 1. a. Tectonic location of the study area (modified 
from Işık 2016), b. Generalized geology map of the Biga 
region and location of the study area (modified from 
Okay and Satır 2000a; Şengün et al. 2011). 
 

Many metamorphic facies and magmatic, ophiolite, 
sedimentary and volcanic rock groups are established 

north of the Gulf of Edremit (Fig 1) (Okay and Satır 
2000a; Şengün et al. 2011). In the vicinity of Arıklı, the 
Miocene Pliocene aged continental sediments and 
Cretaceous aged Çetmi melange are outcrop (Fig 1). 

The Cretaceous Aged Çetmi Ophiolitic Melange, 
Küçükkuyu Formation and Quaternary aged alluvial 
deposits are located in the study area. In the Küçükkuyu 
formation, shale-sandstone member and Arıklı tuff 
member were separated, and diabases that cut these 
units were mapped on the Örencik Tepe (Fig 2).  
 

 
Figure 2. Geological map of the study area. 
 

3. Results  
 

3.1. Ore Geochemistry  
 

Öztürk et al. (2021) collected 48 samples in the field. 
XRF and ICP-MS methods analyzed these collected 
samples in Istanbul Technical University Geochemistry 
Research Laboratory (ITU-JAL). Corresponding to the 
results of the analysis, U and Th anomalies are observed 
in the dip-slip fault zones. U is between 64-1640 ppm in 
these fault zones, and Th is between 302-11813 ppm, 
respectively. As a result of these data, U and Th 
mineralizations in the region are related to fault zones 
observed in Arıklı ignimbrites. 
 

3.2. Remote Sensing  
 

Topographical approaches were obtained with the 
DEM image of Arıklı and its vicinity. The downloaded 
DEM images were evaluated in the QGIS environment, an 
open-source Geographical Information System. 

The images of the region generally obtained by 
remote sensing were evaluated in the QGIS environment. 
DEM data was classified and coloured in the QGIS 
environment with a single band pseudocolour 
application. Then 3D map of the region was created to 
obtain a more understandable image (Fig 3). 
 

3.3. GIS Application 
 

Sample points of major oxide and trace elements are 
yielded in Fig 4. Heat maps were established 
corresponding to spatially major oxide and trace element 
values appropriately. CaO and U-Th enrichments are 
observed strongly in similar areas, and a direct ore-fault-
and lithology relationship is observed. There are U-Th 
enrichments exclusively in CaO-rich and faulted areas. 
This relationship still shows pretty usefully in the GIS 
environment. 
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Figure 3. 3D-map of the study area and surroundings 
 

 
Figure 4. GIS applications of the study area. 
 
4. Discussion and Conclusion 
 

Many GIS-based applications have been carried out in 
uranium exploration studies. On the principle of these, 
GIS-based modelling has been proposed in addition to 
geology-geochemistry studies (Brown et al. 2003; 
Partington 2008). 

Mapping minerals, elements or oxides based on multi-
source geoscience data (geology, geochemistry, and 
remote sensing) and computer technology is an effective 
technique that merges information and data-driven 
production (Bonham-Carter 1994; Zhao 2002; Cheng et 
al. 2007; Asadi. et al. 2016; Ford et al. 2016; Wang et al. 
2016). For this reason, the data of the study conducted by 
Öztürk et al. (2021) in the Arıklı region were re-
evaluated in the QGIS environment. Field data, remote 
sensing and GIS data were correlated. In the evaluations 
prepared, field and spatial data are consistent and 
supported by thematic maps. 
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 Smart farming is a novel concept that makes agriculture more productive by employing up-to-
date information technologies. The most recent developments in automation and artificial 
intelligence empower farmers better to monitor all procedures and exert accurate treatments 
determined by machines with great precision. Farmers, experts and data scientists keep on 
dealing with techniques that allow for optimizing the human labor required in farming. 
Machine Learning (ML) and Deep Learning (DL) networks that do not need human 
intervention while performing automatic feature extraction have a significant advantage over 
previous algorithms. ML and DL allow performing continuous decision-making based on data 
analysis. Nowadays these techniques have been applied in many applications of smart 
agriculture such as land cover identification, crop disease detection, weeds removal, and pest 
recognition. The focus of this study is to review the potential of using ML and DL techniques 
in agricultural applications and focus on how they are used for smart agriculture.   

 
 
 
 

1. Introduction  
 

Agriculture ensures food security for the country 
that’s why it is the backbone of the country. It plays a vital 
role in the external trade of most of the country. In most 
parts of the world, approximately 75% of people rely on 
agriculture as a livelihood. Due to the boom in 
population, farmers are looking for efficient ways to 
increase crop production with less expense and efficient 
utilization of available resources. This contributes new 
implementation of digital technologies in the agriculture 
field to help the farmers to make better decisions and 
increase yields. Nowadays artificial intelligence 
techniques are utilized to overcome various problems 
and challenges in agriculture fields (Dhayabarani et al. 
2018). Therefore, many researchers have focused on 
intelligent systems that monitor and control agricultural 
parameters by increasing productivity and efficiency. 
Intelligent systems collect data for measurements and 
get accurate results that can take the appropriate action.  
The most common subsets of artificial intelligence, 
Machine Learning (ML) and Deep Learning (DL), have a 
considerable potential to handle numerous challenges in 
the establishment of knowledge-based farming systems 
(Benos et al. 2021). A vast range of ML and DL 
applications are also existing in smart agriculture and 

farming. Land cover identification, disease management 
and weed management are a few examples of the 
application of these techniques in this field. This study 
aims at shedding light on ML and DL applications in 
agriculture by reviewing the recent scholarly literature. 
it is expected that the present study will constitute a 
lucrative guide towards enhancing awareness of the 
potential benefits of using artificial intelligence 
techniques in agriculture and contributing to more 
structured research on this issue.  
 
2. General Considerations on Machine Learning 

and Deep Learning 
 

Artificial intelligence (AI) includes several tools and 
algorithms to computationally imitate human 
intelligence. AI might use various algorithms derived 
from the subfields of ML or DL to push forward the 
computerization of human experts’ tasks. 

Overall, ML aims at generating informed evaluations 
by detecting relationships in information employing 
numerical algorithms, with these procedures presenting 
the advantage of being able to computerize the method 
of hypothesis construction. ML algorithms have 
integrated and, in some instances, modified the 
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conventional statistical methodologies (Lynch and Liston 
2018). 

DL is a subfield of ML enthused by the configuration 
of the brain relying on the so-called artificial neural 
networks (ANNs). Basically, it structures algorithms into 
layers in order to create ANNs, able to learn and take an 
intelligent decision on their own (Deng and Yu 2014). 
 
3. Machine Learning and Deep Learning 

Applications in Smart Agriculture 
 

ML and DL could be considered as novel ways for 
machines to simulate human learning activities, gain new 
knowledge, continually improve performance, and 
achieve unique maturity. In the past few years, these 
techniques have been very successful in algorithms, 
theories, and applications, combined with other 
agricultural techniques to minimize crop costs and 
maximize yield. ML and DL applications on agricultural 
farms can be widely used in areas such as land cover 
identification, disease detection, crop detection, weed 
detection, soil conditions, crop quality, weather 
forecasting, etc. The most prominent areas are reviewed 
in more detail below. 
 
3.1. Land Cover Identification 
 

Land cover and crop type maps have emerged as an 
area where ML and DL could be used efficiently. Several 
studies used these techniques for land productivity 
assessment and land cover classification. Kussul et al. 
(2019) presented a workflow for developing sustainable 
goals indicators assessment using high-resolution 
satellite data. Persello et al. (2019) combined a full CNN 
with globalization and grouping to detect field 
boundaries. Zhou et al. (2019) presented a DL-based 
classifier that learns time-series features of crops and 
classifies parcels of land. Using these parcels, a final 
classification map was produced. Zhao et al (2019) 
proposed a method for rice mapping which combined a 
decision tree method and a CNN model. 
 
3.2. Diseases Management 
 

In agriculture, it is critical to monitor the condition of 
the products and to control the spread of diseases. ML 
and DL techniques can be used to identify and manage 
diseases in agricultural fields. ML methods further 
stimulate appropriate pesticides to protect crops from 
these infections and reduce labor. Such a system assists 
producers by obtaining statistics and planning fertilizers, 
pesticides, and irrigation accordingly. For instance, by 
accurately identifying the disease and providing accurate 
pesticide application and irrigation schemes, grape 
visibility and volume have been increased and extreme 
pesticide use reduced (Adedoja et al. 2019). Fuentes et al. 
(2017) introduced a DL-based detector for recognizing 
diseases and pests in tomato plants. Kerkech et al. (2018) 
proposed DL approaches for vine disease detection using 
vegetation indices and colorimetric spaces, applied to 
images collected by UAV. A low shot learning method for 
disease identification in tea leaves was proposed by Hu 
et al. (2019). Coulibaly et al. (2019) suggested an 

approach for the identification of mildew disease in pearl 
millet, which is using transfer learning with feature 
extraction. An artificial intelligence-based approach for 
detecting grapevine yellows symptoms was proposed by 
Cruz et al. (2019). Picon et al. (2019) proposed a deep 
convolutional neural network-based approach for crop 
disease classification on wheat images. 
 
3.3. Weed Management 
 

Ever since humans first attempted the cultivation of 
plants, they have had to fight the invasion by weeds into 
areas chosen for crops. Weed recognition is one of those 
essential that requires digitization and automation. 
Therefore, data-driven and image processing-based 
techniques need to be developed. In recent years, various 
studies have been carried out for the automation of the 
process of identification and classification of weeds. Tang 
et al. (2017) proposed a new approach that combined 
CNN and K-means feature learning for weed 
identification and control. The application of DL and K-
means pre-training resulted in an accuracy of 
identification of 92.89%. Santos Ferreira et al. (2017) 
used CNN to perform weed detection in soybean crop 
images and classify them as grass and broadleaf weeds. 
Moshia and Newete (2019) proposed a DL neural 
network, for the automatic identification of weeds from 
the main crop using row-guided robots. Bah et al. (2018) 
proposed a learning method using CNN for weed 
detection from images collected by UAV that 
automatically performed unsupervised training dataset 
collection. Kounalakis et al. (2019) combined a classifier 
for weed recognition with transfer learning techniques 
for DL-based feature extraction. Partel et al. (2019) 
developed a smart sprayer using machine vision and 
artificial intelligence. This smart sprayer distinguishes 
target weeds from crops and precisely sprays the 
targeted weed. Subeesh et al. (2022) investigated the 
feasibility of DL-based techniques in weed identification 
from RGB images of bell pepper fields. 
 
3.4. Pest Recognition 
 

Pest attack is one of the significant problems in the 
agriculture sector that results in the degradation of crop 
quality. These destructive insects, known as agricultural 
pests, need to be correctly identified and treated 
according to their species to minimize the damage they 
cause. Recently, many developments have been made in 
the agriculture sector, using ML and DL techniques to 
detect and classify insects under stored grain conditions. 
Cheng et al. (2017) performed pest identification via 
deep residual learning in a complex background. Ding 
and Taylor (2016) proposed an automatic detection 
pipeline based on DL for identifying and counting pests 
in images taken inside field traps. Shen et al. (2016) 
exerted a deep neural network for the detection and 
identification of stored-grain insects. Partel et al. (2019) 
used artificial intelligence to develop an automated 
vision-based system that can be utilized for monitoring 
pests, such as the Asian citrus psyllid. Li et al. (2019) 
proposed an effective data augmentation strategy for 
CNN-based pest recognition and localization in the field. 
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Kasinathan et al. (2021) presented the insect pest 
detection algorithm that consists of foreground 
extraction and contour identification to detect the insects 
in a highly complex background. They used different 
shape features for insect classification by applying ANN, 
SVM, KNN, NB, and CNN models. 
 
4. Conclusion 
 

Due to the population growth in the world, there is a 
great demand for agricultural products. That’s why it is 
necessary to increase the production in agriculture. 
Nowadays the latest technologies such as ML and DL are 
used to increase agriculture production, reduce 
production costs and increase income. Applying ML 
algorithms to data generated from various inputs from 
farms can make the system smarter and provide 
definitive information and make predictions. 

The focus of the present study is to identify where ML 
and DL techniques have been used for improving various 
agricultural practices. Applications of these techniques in 
the most prominent areas of agriculture are reviewed in 
this study. It is anticipated that the present review 
motivates more researchers to focus on AI topics, related 
to data analysis, image analysis and computer vision, 
applying it for classification or prediction in smarter 
farming. 
 
References  
 
Adedoja, A., Owolawi, P. A., & Mapayi, T. (2019). Deep 

Learning Based on NASNet for Plant Disease 
Recognition Using Leave Images, International 
Conference on Advances in Big Data, Computing and 
Data Communication Systems (icABCD), Winterton, 
South Africa, 1-5. 

Alvarez-Gila, P., Seitz, M., Ortiz-Barredo, A., Echazarra, J., 
Johannes, A. (2019). Deep convolutional neural 
networks for mobile capture device-based crop 
disease classification in the wild, Computers and 
Electronics in Agriculture, (161), 280-290. 

Bah, M. D., Hafiane, A., & Canals, R. (2018), Deep learning 
with unsupervised data labeling for weed detection in 
line crops in UAV images. Remote sensing, (10), 16-
90. 

Benos, L., Tagarakis, A. C., Dolias, G., Berruto, R., Kateris, 
D., & Bochtis, D. (2021). Machine Learning in 
Agriculture: A Comprehensive Updated Review, 
Sensors (Basel), (21): 37-58. 

Cheng, X., Zhang, Y., Chen, Y., Wu, Y., & Yue, Y. (2017). Pest 
identification via deep residual learning in complex 
background, Computers and Electronics in 
Agriculture, (141), 351-356. 

Coulibaly, S., Kamsu-Foguem, B., Kamissoko, D., & Traore, 
D. (2019). Deep neural networks with transfer 
learning in millet crop images. Computers in Industry, 
(108), 115-120. 

Cruz, A., Ampatzidis, Y., Pierro, R., Materazzi, A., 
Panattoni, A., De Bellis, L., & Luvisi, A. (2019). 
Detection of grapevine yellows symptoms in Vitis 
vinifera L with artificial intelligence. Computers and 
electronics in agriculture, (157), 63-76. 

Deng, L., & Yu, D. (2014), Deep learning: methods and 
applications: Foundations and Trends in Signal 
Processing, (7), 197-387. 

Dhayabarani, A., Aravinth, K., Gowtham, M., Gowtham, D., 
& Balakrishnan, (2018), Detection of Weed using 
Neural Networks. International Journal of 
Engineering Research and Technology, (6), 1-5. 

Dimitriadis, S., & Goumopoulos, C. (2008). Applying 
Machine Learning to Extract New Knowledge in 
Precision Agriculture Applications, Panhellenic 
Conference on Informatics, Samos, 100-104. 

Ding, W., & Taylor, G. (2016), Automatic moth detection 
from trap images for pest management, Computers 
and Electronics in Agriculture, (123),17-28. 

Ferreira, d. S., Freitas, D. M., da Silva, G. G., Pistori, H., 
Folhes, M. T. (2017). Weed detection in soybean crops 
using ConvNets. Computers and Electronics in 
Agriculture, (143), 314-324. 

Fuentes, A., Yoon, S., Kim, S. C., & Park, D. S. (2017). A 
robust deep-learning-based detector for real-time 
tomato plant diseases and pests’ recognition, Sensors, 
(17), 1-21. 

Fyfe, C. (2000), Artificial Neural Networks and 
Information Theory, Department of Computing and 
Information System, The university of Paisley, 
Paisley, UK. 

Goodfellow, I., Bengio, Y., & Courville, A. (2016). Deep 
learning, USA: MIT Press, 1-15. 

Hu, G., Wu, H., Zhang, Y., & Wan, M. (2019). A low shot 
learning method for tea leaf’s disease identification, 
Computers and Electronics in Agriculture, (163), 104-
852. 

Kamilaris, A., & Prenafeta-Boldú, F. X. (2018). Deep 
learning in agriculture: A survey, Computers and 
Electronics in Agriculture, (147), 70–90. 

Kasinathan, T., Singaraju, D., & Reddy, S. (2021), Insect 
classification and detection in field crops using 
modern machine learning techniques, Information 
Processing in Agriculture, (8), 446-457. 

Kavitha, A. (2021). Deep Learning for Smart Agriculture. 
International Journal of Engineering Research & 
Technology (IJERT), (9), 132-134. 

Kounalakis, T., Triantafyllidis, G. A., & Nalpantidis, L. 
(2019). Deep learning-based visual recognition of 
rumex for robotic precision farming, Computers and 
Electronics in Agriculture, (165), 104-973. 

Kerkech, M., Hafiane, A., & Canals, R. (2018). Deep leaning 
approach with colorimetric spaces and vegetation 
indices for vine diseases detection in UAV images, 
Computers and electronics in agriculture, (155), 237-
243. 

Kussul, N., Lavreniuk, M., Kolotii, A., Skakun, S., Rakoid, O., 
& Shumilo, L. (2019). A workflow for Sustainable 
Development Goals indicators assessment based on 
high-resolution satellite data, International Journal of 
Digital Earth, 1-13. 

Li, R., Wang, R. R., Zhang, J., Xie, C., Liu, L., Wang, F., Chen, 
H., Chen, T., Hu, H., X, J., Hu, M., Zhou, M., Li, D., & Liu, 
W. (2019). An Effective Data Augmentation Strategy 
for CNN-Based Pest Localization and Recognition in 
the Field, (7), 274-283. 



4th Intercontinental Geoinformation Days (IGD) – 20-21 June 2022 – Tabriz, Iran 

 

  232  

 

Lynch, C. J., Liston, C. (2018). New machine-learning 
technologies for computer-aided diagnosis, Nat. Med, 
(24), 1304–1305. 

Maduranga, P., & Abeysekera, R. (2020). Machine 
learning application in IoT base agriculture and smart 
framing: A Review, International Journal of 
Engineering Applied Sciences and Technology, (4), 
24-27. 

Mahdavinejad M S et al (2018), Machine learning for 
internet of things data analysis: a survey in proc, 
Digital Communications and Network, 161–175. 

Medela, et al (2013), IoT Multiplatform networking to 
monitor and control wineries and vineyards, Future 
Network and Mobile Summit, 1–10. 

Moshia, M. E., Newete, S. W. (2019). Mexican poppy 
(Argemone mexicana) control in cornfield using deep 
learning neural networks: a perspective, Acta 
Agriculturae Scandinavica, Section B-Soil and Plant 
Science, (69), 228-234. 

Partel, V., Kakarla, S. C., & Ampatzidis, Y. (2019). 
Development and evaluation of a low-cost and smart 
technology for precision weed management utilizing 
artificial intelligence, Computers and electronics in 
agriculture, (157), 339-350. 

Partel, V., Nunes, L., Stansly, P., & Ampatzidis, Y. (2019). 
Automated vision-based system for monitoring Asian 
citrus psyllid in orchards utilizing artificial 
intelligence. Computers and Electronics in 
Agriculture, (162), 328-336. 

Persello, C., Tolpekin, V. A., Bergado, J. R., de By, R. A. 
(2019). Delineation of agricultural fields in 
smallholder farms from satellite images using fully 
convolutional networks and combinatorial grouping, 
Remote sensing of environment, (231), 111-253. 

Picon, A., Alvarez-Gila, A., Seitz, M., Ortiz-Barredo, A., 
Echazarra, J., & Johannes, A. (2019), Deep 
convolutional neural networks for mobile capture 
device-based crop disease classification in the wild, 
Computers and Electronics in Agriculture, (161), 280-
290. 

Popa, M., Prostean, O., & Popa, A. S. (2019). Machine 
Learning Approach for Agricultural IoT in Proc. 
International Journal of Recent Technology and 
Engineering (IJRTE), 22-29. 

Raschka, S., & Mirjalili, V. (2017). Machine Learning and 
Deep Learning with Python. scikit-learn and 
TensorFlow, Birmingham, İngiltere: Packt Publishing, 
2-6. 

Santos Ferreira, A., Freitas, D. M., da Silva, G. G., Pistori, H., 
& Folhes, M. T. (2017). Weed detection in soybean 

crops using ConvNets, Computers and Electronics in 
Agriculture, 314-324. 

Shakoor, M. T., Rahman, K., Rayta, S. N., & Chakrabarty, A. 
(2017). Agricultural production output prediction 
using Supervised Machine Learning Siddique T, Barua 
D, Ferdous Z, Chakrabarty A (2017), Automated 
farming prediction. Intelligent Systems Conference 
(IntelliSys), 757-763. 

Shen, Y., Zhou, H., Li, J., Jian, F., & Jayas, D. (2018). 
Detection of stored-grain insects using deep learning. 
Computers and Electronics in Agriculture, 145, 319-
325. 

Subeesh, Bhole S, Singh K, Chandel N S, Rajwade Y A, Rao 
K V R, Kumar S P, Jat D (2022), Deep convolutional 
neural network models for weed detection in 
polyhouse grown bell peppers. Artificial Intelligence 
in Agriculture, (6), 47-54. 

Tang, J. L., Wang, D., Zhang, Z. G., He, L. J., Xin, J., & Xu, Y. 
(2017). Weed identification based on K-means 
feature learning combined with convolutional neural 
network, Computers and Electronics in Agriculture, 
(13), 63–70. 

Thenmozhi, Reddy U S (2019), Crop pest classification 
based on deep convolutional neural network and 
transfer learning, Computers and Electronics in 
Agriculture, (164), 104-906. 

Techniques, 1st International Conference on Next 
Generation Computing Applications (NextComp), 
Mauritius, 182-187. 

Ünal, Z. (2020). Smart Farming Becomes Even Smarter 
with Deep Learning: A Bibliographical Analysis, IEEE 
Access, (8), 105587 – 105609. 

Varman, S. A. M., Baskaran, A., Baskaran, A. R., & Prabhu, 
E. (2017). International Conference on Computational 
Intelligence and Computing Research (ICCIC). 

Zhu, N., Liu, X., Liu, Z., Hu, K., Wang, Y., Tan, J., Huang, M., 
Zhu, Q., Ji, X., Jiang, Y., Guo, Y. (2018). Deep learning 
for smart agriculture: Concepts, tools, applications, 
and opportunities. International Journal of 
Agricultural and Biological Engineering, (11), 32-44. 

Zhou, Y. N., Luo, J., Feng, L., Yang, Y., Chen, Y., & Wu, W. 
(2019). Long-short-term memory-based crop 
classification using high-resolution optical images 
and multi-temporal SAR data, GIScience and Remote 
Sensing, (56), 1170-1191. 

Zhao, S., Liu, X., Ding, C., Liu, S., Wu, C., & Wu, L. (2019). 
Mapping Rice Paddies in Complex Landscapes with 
Convolutional Neural Networks and Phenological 
Metrics. GIScience & Remote Sensing, 1-12.

 
 

 
 
 

 
 
 

 
 



* Corresponding Author Cite this study 

*(ahya1996rz@gmail.com) ORCID ID xxxx – xxxx – xxxx – xxxx 
 (sadra.karimzadeh@gmail.com) ORCID ID 0000-0002-5645-0188 
 (valizadeh@tabrizu.ac.ir) ORCID ID 0000-0003-4648-842X 
 

 

Rezaei, A, Karimzadeh, S., & Kamran, K. V. (2022). Monitoring of growth of wheat’s height 
using time series analysis of synthetic aperture radar (SAR) images and the 
corresponding parameters. 4th Intercontinental Geoinformation Days (IGD), 233-238, 
Tabriz, Iran 
 
 
 

 

4th Intercontinental Geoinformation Days (IGD) – 20-21 June 2022 – Tabriz, Iran 
 

 

 

 

4th Intercontinental Geoinformation Days  

 

igd.mersin.edu.tr 

 
 
 

Monitoring of growth of wheat’s height using time series analysis of synthetic aperture radar 
(SAR) images and the corresponding parameters 
 
 

Ahya Rezaei *1 , Sadra Karimzadeh 1 , Khalil Valizadeh Kamran 1  

 
1University of Tabriz, Environmental and Planning Science, Tabriz, Iran 
 
 
 

Keywords  Abstract 
Radar Images 
Google Earth Engine 
Precision Agriculture 
Time Series Analysis 
Sentinel-1 

 In today’s word, precision agriculture is one of the practical solutions in increasing 
agricultural products and timely monitoring to increase food security in today's world.  Today, 
remote sensing technology and GIS are used for this purpose. Classification of various crops, 
especially wheat, in order to monitor its growth stages in multispectral images due to 
limitations such as dependence on weather conditions and lack of night imaging. At the same 
time, SAR images are capable of capturing images in all weather conditions, as well as day-to-
day imaging, overcoming the limitations of optical images. Due to the identification of the 
phenomenon based on the geometry, hardness and orientation of objects, it provides us with 
a lot of information. Therefore, the main purpose of this study is to evaluate the feasibility of 
using RADAR images to monitor the growth cycle of wheat. For this study, a bipolar radar 
image of Sentinel 1 with polarization (VV and VH) will be used to obtain plant growth 
parameters such as height and biomass.  Then, the parameters obtained in order to analyze the 
time series to understand the plant growth cycle will be performed unsupervised in the Google 
Earth Engine system. The results will show that band C in the early stages of wheat growth is 
most sensitive to wheat height and have appropriate information. Field data will then be used 
to assess accuracy. Final result demonstrates that VV polarization is far better indicator of 
Wheat growth in early stage, however, VH polarization is more sensitive to middle stage of 
plant growth cycle. Moreover, neither VV nor VH can detect Wheat growth cycle in their last 
stage. Both VV and VH showed high connection with the peak of Wheat growth in early May. 
In fact, it is said that it would be better way to use L band and longer wavelength for Wheat 
growth in its last stages. 

 

 
 

1. Introduction  
 

Agriculture is one of the most important 
infrastructures of any society and the food security of 
nations depends on it. So, get the information When pests 
and plant diseases occur, especially strategic crops such 
as wheat, it is considered necessary and important. In 
addition, this is agriculture as a growth engine for most 
communities in terms of basic human needs (including 
food and fiber), (Awokuse T.O, 2015 and Gillespie, S, 
2017). 

Precision farming is the right management in making 
decisions such as the use of pesticides and pesticides, 
chemical fertilizers, irrigation rates.  And seeks the 
required labor force for the farm through information 
analysis, which always leads to increased production and 

reduced  Water loss and reduction of destructive effects 
on the environment (2010, R, Gebbers and 2012, A B, 
Aubert(. 

Remote sensing is one of the most important 
techniques used in precision agriculture in monitoring 
the vegetation of the land surface and today the 
development of large-scale monitoring of agricultural 
products with the help of remote sensing techniques to 
implement reasonable management in relation to 
resources Natural land is especially important for 
populous countries that rely on agricultural products. 
Ability of radar sensors compared to optical sensors to 
provide images in different polarization channels with 
high spatial accuracy and wide coverage, penetration, 
sensitivity to roughness and humidity, and day-to-day 
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imaging  and night and all-weather conditions have made 
it a key tool for agricultural applications. 

The sunlight reflected from the plant depends on the 
morphological and chemical structure of the plant. In 
fact, the type of product, the amount of water stored in 
the plant, the canopy and the health status of the plant in 
terms of photosynthesis depends on the reflection of 
sunlight from the plant and causes differences in energy 
received recorded in different visible and infrared bands. 
And this has led to the creation of various plant indices to 
monitor the condition of the plant (2017, J, Xue) so 
having up-to-date information about the plant growth 
cycle and changes in this cycle can make timely and cost-
effective decisions. 

Optical images are used in many fields related to 
precision agriculture, but due to the limitation of imaging 
in cloudy conditions, they do not have the necessary 
efficiency, and this leads to precision agriculture in the 
field of using radar images that can capture images in any 
water conditions. And are airborne. Optical images are 
completely affected by environmental factors such as 
smoke, rain, fog, dust, clouds and so on. In contrast, 
optical images are SAR images that have removed the 
limitations that existed in optical images. SAR images are 
independent of weather conditions and use replication 
and redistribution properties  Provides rich information 
about the object's texture and structure to a variety of 
components, including: shape, moisture, roughness, and 
directions (Garcia, F W, 2002). 

Various studies conducted in agricultural 
applications indicate the very good ability of radar 
remote sensing to monitor plant growth stages. These 
studies are often very complex because radar systems 
provide different information at different wavelengths, 
polarizations, and angles of impact. Different 
characteristics of plants such as: plant mass, structure) 
leaf size, stem density, leaf area, etc. (as well as soil 
moisture, surface unevenness, etc. have different effects 
on the return signal from plant surfaces. Interaction of 
radar parameters) Wavelength, polarization and angle of 
impact (with each other as well as its interactions with 
the plant,  It can lead to the useful use and interpretation 
of this information and at the same time it is very 
complex. For this reason, in agricultural studies, radar 
parameters that signal relay and target-related 
parameters should be carefully studied (Karjalainen et al, 
2008). 

In Iran, however, the issue of monitoring agricultural 
products has been considered due to its importance and 
place in planning to ensure food security (Gozar Jomhor, 
1311) and so far various studies in the field of agriculture 
have been conducted using optical sensors (Mirbagheri 
et al. 1310; Asadi Rashed et al. 1311; Jahan Afrooz et al. 
1315, Roghan Cheraghi et al., 1344.) But radar remote 
sensing tools have received less attention due to limited 
access to data and radar software. In this research, Tal is 
based on the use of radar sensor data such as Sentinel-1 
in monitoring dryland wheat. Changes due to plant 
phenological characteristics in specific geographical 
conditions of the country and the variety of 
environmental parameters in agricultural areas along 
with the multiplicity of species and species used, the 
issue of using new radar remote sensing techniques to 

monitor wheat production is important. . This strategic 
product is widely cultivated in Iran and has stages of 
germination and emergence, stem elongation and rivet 
development, maturation and seed formation and 
development. 

The purpose of this study is to use radar data to 
analyze the sensitivity of this data in different 
polarizations to the height of wheat crop at different 
growth stages. Since the redistribution of radar waves is 
different in different polarizations and in different bands 
(2019, N, Rouhollah), so by comparing the data in 
polarizations (VH and VV) with ground data to the best 
parameter to determine the height of wheat and finally 
the growth stages of wheat We will arrive. Dual 
redistributions have greater potential for detecting 
biophysical parameters and phenological stages of plants 
(2014, all et Nelson). 

The Google Earth Engine Web site has become a very 
useful platform for beginners and professionals in the 
field of remote sensing. It leads to this functional cloud 
environment and with the help of this system, different 
polarizations can be done without the need for 
 

2. Method 
 

In this study, we will use the advantage of remote 
sensing and different polarizations of Sentinel-1 GRDH 
format images to detect the plant phenological cycle. The 
study area is located in the northwestern part of 
Hamedan province and dryland wheat products are 
cultivated in it. Due to the presence of clouds during the 
plant season, more accurate results can be obtained if 
radar images are used. Therefore, radar images were 
used and to perform time series analysis, Sentinel-1 
images were called to the online platform of Google Earth 
Engine to increase the speed of work and do not need 
desktop software. Finally, by comparing the 
redistribution in different bands and in different stages 
of growth, the best band composition can be achieved to 
better show the plant growth cycle. 

The study field is under dryland wheat cultivation, 
so the possibility of errors in radar images due to 
excessive irrigation is reduced. 
 

  
  

  
Figure 1. Wheat in different stage of its growth 
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Table 1. Wheat growth stages 

Field survey Growth Stage Height 

3 April 2021 Emerging 4cm 

2 May 2021 Heading 15cm 

9 May 2021 Filling 21cm 

1 June 2021 Harvesting 36cm 

 
The current study focuses mainly on images of the 

Sentinel-1 satellite from the European Space Agency 
(ESA), which is a collection of SAR observations from the 
Sentinel-1 project (two satellites). October 3, 2014. The 
project involves combining two platforms A and B in a 
circuit board with a phase difference of 182 degrees. 

has it. This age sensor can receive radar images in the 
form of HH, HV, VV and VH polarization. The Sentinel-1 
satellite can cover the entire planet once every 12 days, 
which is reduced to 6 days using both Sentinel-1 projects. 
The angle of impact of this sensor is between 29.1 to 46 
degrees and the image bandwidth is 252 km. Spatial 
resolution in azimuth and slope directions are 5 m and 
22 m, respectively) (Lazecky, et al., 2017). 

Sentinel-1 images are taken from radar for analysis. 
Sentinel-1 images, in GRDH format in IW sensor mode, 
are wide-angle interferometers. 
 
Figure 2. Image information in Google Earth Engine 

Date of acquiring 
image 

Satellite pass Polarization 
orbit 
number 

3 April 2021 Ascending VH and VV 108 
2 May 2021 Ascending VH and VV 108 
9 May 2021 Ascending VH and VV 108 
1 June 2021 Ascending VH and VV 108 

 
Processors were performed in the Google Earth 

engine block and the amount of redistribution and the 
type of polarization were investigated in selecting the 
best parameter to avoid the plant growth cycle. VV 
polarization actually performed best in showing plant 
growth. 

After entering the account and calling the data with 
the desired specifications, we apply spatial and temporal 
filters. Then, by averaging the images in the intervals in 
which the ground data were collected, we calculate their 
time series in VV and VH re-representations, as well as in 
the pass-through and down-pass modes. 

In this study, images of Sentinel-1 have been 
prepared. Necessary filters were also applied. Sentinel-1 
images were prepared for time series analysis after 
calling. Google Earth system engine performed time 
series analysis at high speed and the results were shown 
as a chart. Then the redistribution of radar images in 
different bands was compared. 
 

3. Results  
 

The study was conducted to analyze the time series 
of Sentinel-1 satellite images to study the phenological 
cycle of the wheat plant and was conducted in the context 
of the online platform of Google Earth Engine. Sedeps 
were compared with ground data to obtain the best 
redistribution in showing the phenological cycle of the 
plant. 

The Google Earth Engine online system was able to 
process data in a very short time, as well as obtain time 
series diagrams. Another advantage of Google Earth 
Engine is shown in the following figures. Since bad time 
series requires several images from different times and 
downloading a large number of images also requires high 
storage space on the user's computer, Google 

Inheritance of the engine has overcome all these 
limitations and provided the best to achieve the desired 
time series with the least form. 

In Figure 1, we can see the redistribution changes 
according to the plant growth stages, which reached its 
maximum height in late May and has the highest 
redistribution on the graph. 
 

 
Figure 3. VV polarisation in accending mode 
 

According to Figure 3, it can be understood that there 
is still a direct relationship between plant height at its 
maximum and the rate of redistribution. VV 
redistribution has fluctuations that can be due to wind 
and bending of wheat ears or due to field spraying that 
has added a little moisture to the wheat ears. 
 

 
Figure 4. VH polarisation in accending mode 
 

VV images fluctuate more in high-pass and low-pass 
modes because the wave redistribution in Co-Polarize 
mode has more contrast and is more sensitive to factors 
affecting redistribution such as surface roughness and 
moisture. What is evident in both types of redistribution 
is that the redistribution of radar images is directly 
related to the rate of product growth. Thus, with 
increasing plant height and density, volumetric 
redistribution occurs and causes more redistributions to 
reach the satellite sensor. 

After downloading the numerical values of the VV and 
VH redistributions in the transient state and normalizing 
the numbers (placing the numbers on a scale between 0-
1 were compared with the ground-based values) Figure 
5. 
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Figure 5. VV polarisation in decending mode 
 

  

  

  
Figure 6. VV and VH in 3 time period (April-May-June 

2021) 
 

 
Figure 7. VV, VH and Ground truth dara 

 

In the image above, the blue line represents the VV 
redistribution, the orange line represents the VH 
redistribution, and the gray line represents the amount 
of ground data collected. Depending on the shape, it can 
be understood that the reason for redistribution in both 
VV and VH in the early stages of plant growth, which is 
less than 3 cm, may be due to soil moisture due to rainfall 

or uneven ground surface due to seeding. It can also be 
claimed that redistribution in VV mode is closer to the 
harvested terrestrial values and therefore can better 
describe the phenological growth cycle of the wheat 
plant. The Google Earth online engine system was used to 
show the time series diagrams shown above. With the 
help of Google Earth Engine system, according to the 
stages of plant growth, three-time intervals of one month 
were considered to determine the average redistribution 
in these intervals. The images below are a visual 
representation of the same diagrams. 

Then, with the help of redistribution in three values, 
the color band composite was performed to show the 
best values in the plant phenological cycle in each 
redistribution. Dedicated to May 22-June 22. And the 
visualization results are as follows. 

According to Figure 1, it can be concluded that the VH 
band has performed better than other bands in showing 
the middle stages of crop growth. On the other hand, VV 
band, as it is taken from time series diagrams, is more 
sensitive to the growth stages of wheat, and therefore 
shows the first stages of wheat growth well, and the blue 
diagram shows it. It should also be noted that neither VV 
nor VH performed well in the final stages of wheat plant 
growth. Due to the volumetric redistribution that has 
occurred and the inability of C-bond to penetrate into the 
dense plant canopy, they do not represent a good 
indication for the final stages of plant growth. It is 
suggested to use bands with longer wavelengths to show 
the final stages of wheat growth. Better results will be 
obtained. 
 

4. Discussion 
 

We conclude that the use of redistribution of 
Sentinel-1 images with VV band specificity for wheat 
production and personalization of its phenological cycle 
has better results because in polarizations of the same 
name, the image contrast is usually higher. Also, using the 
online platform of Google Earth Engine has made the 
work much easier by being able to process several 
images simultaneously in the shortest time and without 
the need for storage space inside the computer. 

It has also made it possible for all users to submit 
their code in the form of an online software so that other 
users can perform the necessary processes just by 
entering the study area. C-band Sentinel-1 images are 
available in GRDH format (SLC mode is not available), 
and then applying the relevant parameters and 
comparing all three with the ground samples, we 
conclude that due to volumetric redistribution occurs, 
the amount of signal penetration into the plant canopy in 
the last stages is reduced due to crop density . 
 

5. Conclusion  
 

In this study, by using the analysis of temporal cedars 
in intensifying intervals and in accordance with the 
ground visit, the stages of phonological development of 
wheat crop were obtained. This operation was 
performed with the help of block chain under the Google 
Earth Engine Web, and finally, by comparing the 
normalized numbers to a hundred diagrams with ground 
data, the inaccurate results showed that the VV 
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polarization is higher. Also, by obtaining the color band 
compounds, it can be claimed that the C band performs 
well in showing the phonological cycle, provided that the 
plant is in its early stages. Because of the occurrence of 
volumetric redistribution, the amount of signal 
penetration into the plant canopy in the last stages due 
to crop density is reduced. 

 

  
Figure 8. Color composite of VV and VH 
 

 

 
Figure 9. VV, VH and Ground truth data after 
normalaized (the numbers between 1-0) 
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 Dust storms are one of the most important natural disasters and can strike due to different 
reasons, the phenomenon of dust is one of the most important sources of pollution in the 
world.  This paper was used to identify dust hotspots in southwestern of Iran using Modis 
satellite images with appropriate temporal and spatial resolution.  Modis images of 
MOD021KM were taken on dates corresponding to dust days and a true color combination and 
index (BTD) were used to identify dust. After dust detection, the main source and modeling of 
dust was performed by HYSPLIT algorithm at three heights and 48-hour return path. By 
tracking and identifying the source of dust storms, investigation of vegetation changes was 
carried out as this research was being done and the correlation between dust index and 
vegetation was also investigated. The results demonstrated that the dust source originates 
from neighboring countries such as Iraq, Syria, Jordan and Libya, and the increase in the 
occurrence of dust storms has had negative impacts on vegetation changes and plant loss. 

 
 
 
 

1. Introduction  
 

Dust is considered one of the biggest environmental 
issues in arid and semi-arid regions of the world today 
that every year it causes a lot of damage to sectors such 
as industry, transportation, agriculture, tourism and 
human health. (Baagghideh and Ahmadi, 2014).  

Furthermore, it has disturbed the environment and 
reduced the growth of plants, this phenomenon has a 
strong negative impact on natural resources and 
vegetation (Baagghideh et al. 2014; Hao et al. 2007).  

Previous research has shown that dust has become 
widespread, thus it has turned into an uncontrollable 
phenomenon (Taghavi et al., 2013).   

Remote measuring and spatial information system 
have the ability to identify the center and source of the 
dust storm as well as tracking and predicting the 
direction of dust movement. 
 

2. Method 
 

 
Khuzestan province is a vast plain which is one of the 

richest provinces in Iran in terms of fertility.   

The latitude and longitude of the study area is, 47°, 
50° E and 30° 33° N respectively. It is the fifth most 
populous province of Iran with an area of 640057 square 
kilometers, it is located in the southwest of Iran on the 
shores of the Persian Gulf and the Arvand River. Due to 
the proximity to the Persian Gulf and the dry and burning 
winds of the Arabian Peninsula, it is a dry region and has 
a desert climate. 

This study aims at monitoring and tracking the dust 
source related to the years 2010 and 2017. By examining 
the recorded data of dust in 20 synoptic stations and 
matching the time of recording the occurrence of dust 
phenomenon in the station with the imaging time of 
Modis sensor (MODIS), suitable data were obtained for 
this study. 

Two methods of true color combination (TCC) and 
dust index (BTD) were used to monitor dust storms. In 
the color combination method, (3-4-1) dust is seen as a 
cloud mass in the image (Karimi et al. 2012; Ghaderi et al. 
2019; Ghaderi et al 2020). In the BTD index method, dust 
has a higher temperature in bands 31 and 32 than other 
phenomena and the difference in radiance temperature 
between these two bands in the detection of dust 
phenomenon is the BTD index (Ghaderi et al. 2019 and 
samadi, 2019). Finally, using the Hysplit method, the 
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sources of dust in the study area (Khuzestan) were 
tracked. Then, correlation and vegetation analysis with 
dust in the area was performed. 
 
2.1. Meteorological Model HYSPLIT 
 

HYSPLIT is one of the most commonly used 
atmospheric models to specify the backward trajectories 
to determine the origin of air masses. One of the tools 
used in this research is the Hybrid Single Particle 
Lagrangian Integrated Trajectory (HYSPLIT) 
meteorological model.  

Modeling by tracking and reversing method, in 48 
hours before the occurrence of dust phenomenon in 
Khuzestan province, at three altitudes of 100, 500 and 
1000 meters to determine the path of dust particles was 
done. 
 
2.2. Vegetation changes and its correlation with dust 

phenomenon 
 

In this section, by analyzing and evaluating two 
vegetation maps in 2010 and 2017, the impact and role 
of dust storm in vegetation changes and plant loss were 
investigated. 
 

 
Figure 1. Study area, b, c) TCC image July/07/2010 and 
June/22/2017 d) BTD index.   
 

Based on the NDVI index, the origin of dust was 
identified and the relationship between vegetation and 
dust in the study area was determined. 
 

3. Results  
 

The BTD dust index was used to identify the dust 
storm and the true color composition (TCC) was 
interpreted visually. Therefore, dust was identified in the 
west and north of Khuzestan province. 

In order to modeling from meteorological model, the 
HYSPLIT was performed backwards from the starting 
point in Khuzestan province with three altitude 
trajectories. 

 
Figure 2. a, c) Hysplit model b, d) Hysplit model results 
to show dust cloud at three altitudes and validation. 
 

The results of the meteorological model showed that 
the source of dust is from the west and northwest of 
Khuzestan province and the main source of foreign dust 
is from Iraq, Syria, Jordan and Libya. 
 

 
Figure 3.   a, b ) Map NDVI 2010&2017 c) Correlation of 
btd variable with ndvi. 
 

Vegetation in 2010, according to the map of the 
southern regions of Khuzestan province is low. During 
the 8-year period of research, the vegetation of the areas 
with the most dust is reduced by vegetation.  By analyzing 
the correlation between vegetation index and dust, it is 
stated that dust has a negative relationship with 
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vegetation. That is, with increasing dust, the vegetation 
decreases.  Therefore, dust causes vegetation to 
disappear.  Optical depth of aerosols (AOD) shows the 
density and depth of dust particles in the Earth's 
atmosphere and shows the aerosols in the atmosphere. 
(b). 
 

  

 
(a) (b) 

 
Figure 4. a) Aerosol optical depth (AOD) in 2010, b) 
Aerosol optical depth (AOD) in 2017 

 
4. Discussion 
 

Dust storms usually occur in arid and semi-arid 
regions of the world, and in recent years have created 
many problems for people living in arid regions.   
Therefore, many studies have been carried out with 
different methods to monitor, prevent and predict the 
occurrence of storms. Remote measuring and GIS are 
widely used in identifying and analyzing changes and 
monitoring meteorological phenomena. 
 
5. Conclusion  
 

This paper applies remote sensing and spatial 
information systems, data and the images of 
Terra/Modis were acquired on 21 July 2010, 22 June 
2017, at 07.30 hrs. Then the necessary corrections were 
made in the images, and by using BTD index method the 
difference in dust brightness temperature was identified. 
With the HYSPLIT ventilation model, the return route to 
48 hours before and three altitude trajectories of dust 
source and its accuracy were performed. Finally, the 
vegetation in southern Khuzestan was correlated with 
dust. As a result, with the increase of dust storm, 
vegetation was decreasing from 2010 to 2017. 
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 At the end of 2019, the world became infected with the Covid-19 virus. In Iran, public places 
were declared quarantined and closed due to policy-making and social distancing. Land 
surface temperature is an important variable for the environment. The purpose of this study 
is to compare the LST extracted from Landsat 8 images in the new GEE for Asaluyeh Industrial 
City before, during and after the outbreak of Corona virus in April-May 2018, 2019, 2020 and 
2021. The results of this study showed that the maximum temperatures in 2018, 2019, 2020 
and 2021 for the city of Asaluyeh are 74.4, 61.2, 58.8 and 58.7 degrees Celsius, respectively. In 
fact, the city of Asaluyeh in the pre-Covid period experienced relatively high temperatures in 
residential areas and industrial towns, respectively, which were seen as hot spots in this 
period, but during the prevalence and epidemic of Corona due to closure and quarantine of 
cities, especially transportation, Factories and industries The LST has decreased significantly 
compared to the previous year, and after the normalization of epidemic conditions, ie in the 
post-corona period, due to the reduction of quarantine restrictions, we are witnessing an 
increase in temperature again in this city.   

 
 
 
 
 

1. Introduction  
 

Covid-19 virus was first reported in late December 
2019 in the Huanan Seafood Market in Wuhan, China 
(Wuhan Municipal Health Commission, 2019). This nasty 
virus has spread rapidly worldwide and its epidemic has 
caused deaths worldwide (WHO, 2020). One effective 
way to reduce the effect of this virus is to apply 
quarantine. Quarantine conditions have led to the 
closure of academic institutions, public and private 
offices, restaurants, banks, public and private transport, 
factories, shops, etc. (Guha & Govil, 2021). 

From the effects of urban blockage and 
environmental quarantine, decrease in air temperature 
and land surface temperature (LST) has been observed 
(Shi et al., 2020). Land surface temperature plays an 
important role in many studies such as climate change, 
agriculture, hydrology, land use and Land cover (LULC) 
(Avdan & Jovanovska, 2016). In general, heat in cities is 
caused by tire friction and smoke emissions from cars, as 

well as industrial sectors and areas such as power plants 
and petrochemicals, which affect air temperature and 
surface temperature (LST) in industrial cities (Phelan et 
al., 2015). 

The city of Asaluyeh in Iran is known as an industrial 
city that was directly affected during the outbreak of 
Covid-19 virus, which resulted in the closure of factories, 
industries and petrochemicals and reduced human 
activities. These conditions cause the LST to change, so 
monitoring the LST is more important than before for 
environmental planners and managers. The quick 
development of remote sensing technology has made it 
possible to estimate the LST with satellite time series 
data, which has given rise to the online Google Earth 
engine (GEE) platform.   

GEE is a computing platform for processing satellite 
imagery and spatial and geographic data in the cloud to 
integrate big data Petabyte-scale, including Landsat 
satellite data (Shelestov et al., 2017;  Mahmoudzadeh et 
al., 2021).  
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The aim of this study was to investigate the effect of 
Covid-19 virus on the surface temperature of Asaluyeh 
Industrial City. In line with the purpose of the study, 
surface temperature before, during and after Covid-19 
were obtained from Landsat 8 images in the new GEE 
system.  
 

2. Method 
 

This section describes the steps of preprocessing 
and data processing in the GEE cloud space. Figure 1 
shows the research processing flowchart. 
 

 
Figure 1. Flowchart of research process 

 

2.1. Study area 
 

Asaluyeh city is known as an industrial city in Iran. 
The geographical location of this city is located between 
north latitude 27° 29ʹ and 52° 37ʹ east longitude (Figure 
2) and is located at an altitude of 5 meters above sea level. 
Content should be written in 2 columns with Cambria 10 
font size. 

The city has moderate and scattered vegetation with 
some dense palm lands and mangrove shrubs. The 
relative humidity of this region is between 59 to 88% and 
it receives 180 mm of rainfall annually. The population of 
this city is about 65 thousand people (Mokhtari Malek 
Abadi et al., 2016).  
 

 
Figure 2. Geographical location of the study area 
 

2.2. Datasets  
 

To create a surface temperature map, satellite 
images of OLI and TIRS sensors in Landsat 8 related to 4 
time periods were used on the Google Earth Engine 
platform. The criterion for selecting the date of satellite 
images in this study was the first quarantine apply In 
April and May 2020). 

In order to validate the LST maps, the synoptic 
station data of 2018, 2019, 2020 and 2021 in the pre-, 
during and post-Covid-19 periods, respectively, were 
used. Table 1 shows the characteristics of the data used.   

 

Table 1. Specifications of the data used 
Image 
Satellite  

Date of 
Acquisition 

Climate 
Data 

Temperature 
(℃)    

Landsat-8 

2018-5-13 
Climate 
Station 
(CS) 

36 

2019-5-15 35 

2020-5-16 33 

2021-5-19 34 

 
2.3. Data Processing 
 

In order to obtain the amount of spectral radiation 
above the atmosphere of band 10 of TIRS sensors, 
Equation 1 is used. Using this relation, the DN of the 
image can be converted to spectral radiation (USGS, 
2020). 
 

𝐿𝜆 = 𝑀𝐿 × 𝑄𝑐𝑎𝑙 + 𝐴𝐿 (1) 
 

Where Lλ high-spectral atmospheric radius, 
𝑀𝐿 specific band factor scaling factor, 𝐴𝐿 specific band 
cumulative scaling factor, 𝑄𝑐𝑎𝑙  specific band digital value 
(DN), 𝑀𝐿 and 𝐴𝐿 values are extracted from the MTL file 
(Ghorbannia et al., 2017). 

Brightness temperature (BT) is the microwave 
radiation radiance traveling upward from the top of 
Earth’s atmosphere. Equation 2 is used to convert 
spectral reflection to brightness temperature.  
 

𝐵𝑇 =
𝐾2

𝐼𝑛 [(
𝐾1
𝐿𝜆

) + 1]
–  273.15 (2) 

 
Where BT is the brightness temperature of the 

satellite in Kelvin unit, K1 is the first thermal constant 
(specific band thermal conversion of the MTL file 
equivalent to 774.89), K2 is the second thermal constant 
(specific band thermal conversion of the MTL file is equal 



4th Intercontinental Geoinformation Days (IGD) – 20-21 June 2022 – Tabriz, Iran 

 

  244  

 

to 1321.08) and Lλ radiance Spectrum is the top of 
atmosphere (Xu & Chen, 2004).  

The NDVI index is based on the relationship between 
energy absorption in the red range by chlorophyll and 
increased reflectance in the near infrared range for 
healthy vegetation. This index is calculated from 
Equation 3 (Rouse et al., 1974). 
 

𝑁𝐷𝑉𝐼 =
𝐵𝑎𝑛𝑑5 − 𝐵𝑎𝑛𝑑4

𝐵𝑎𝑛𝑑5 + 𝐵𝑎𝑛𝑑4
 (3) 

 
NDVI is the normalized vegetation index, which is 

calculated using near-infrared (band 5) and red (band 4). 
 
PV is a ratio of the vertical projection area of 

vegetation (leaves, stalks, and branches) on the ground 
to the total vegetation area (Neinavaz et al., 2020). The 
proportion of vegetation (Pv) calculated using the 
Equation 4 (Bendib et al., 2017):  
 

𝑁𝐷𝑉𝐼 = (
𝑁𝐷𝑉𝐼 − 𝑁𝐷𝑉𝐼𝑚𝑖𝑛

𝑁𝐷𝑉𝐼𝑚𝑎𝑥 − 𝑁𝐷𝑉𝐼𝑚𝑖𝑛

)2 (4) 

 
where 𝑃𝑣 = Proportion of vegetation, 𝑁𝐷𝑉𝐼𝑚𝑎𝑥 = 

maximum value of NDVI = 𝑁𝐷𝑉𝐼𝑣 (NDVI Vegetation), and 
𝑁𝐷𝑉𝐼𝑚𝑖𝑛 = minimum value of NDVI = 𝑁𝐷𝑉𝐼𝑠 (NDVI Soil). 

 
To obtain the surface temperature, it is important to 

calculate the surface emission. The ratio between 
emissions from an object to its emission from a black 
body at a constant temperature is called emission. 
Surface emission is a comparative factor that expresses 
the brightness of black body (Planck's law) to predict 
emitted radiation and is calculated from Equation 5 
(Ghorbannia et al., 2017).  
 

LSE = 0.004. Pv +  0.986 (5) 
 

In this equation LSE is the land emission temperature 
and Pv is the Proportion of vegetation. 

Land Surface temperature (LST) is a constant 
temperature that is calculated using the calculated 
parameters of thermal radiation, TOA radiation, and land 
surface emissivity from Equation 6 (Stathopoulou & 
Cartalis, 2007).  
 

LST =
BT

{1 + [(λBT/p)lnελ]}
 (6) 

 
In this equation, BT is the brightness temperature, λ 

is the TOA radiation, ελ is the emission of phenomena, p 
is a constant coefficient equal to 1.4388. 
 
3. Results and Discussion 
 

The results of comparing synoptic station data with 
satellite LST map are given in Table 2. 

The data recorded by the meteorological station in 
Table 2 have a difference of about 11 minutes with the 
satellite passing through the study area, which can be the 
reason for the difference of about 2 to 3 degrees Celsius. 
Because of the heterogeneity of the pixels and the 
changes of the surfaces in the urban area cause the value 

of the pixels to interfere and, consequently, there is a 
possibility of errors and differences in the estimation of 
the Land surface temperature. In general, both the 
meteorological station and the estimated temperature by 
satellite in the study city show the maximum 
temperature in 2019 (before Covid-19) and the 
minimum temperature in 2020 (during Covid-19).  
 
Table 2. Comparison of estimated temperature from 
satellite and synoptic station 

Date LST Landsat (℃) CS Temperature (℃) 
2018-5-13 39 36 
2019-5-15 37 35 
2020-5-16 35 33 
2021-5-19 36 34 

 
The results (Figure 2) show that the surface 

temperature in the pre-Covid-19 period (2018 and 2019) 
has been increasing, while during Covid-19 (2020) the 
temperature of these areas has decreased significantly. 
On the other hand, during the normalization of 
coronavirus conditions (2021), the earth's surface 
temperature has increased relative to the period during 
Covid-19.  
 

 
Figure 2. LST map before, during and after Covid-19 
 

4. Conclusion  
 

In this study, it was tried to investigate the changes 
in land surface temperature before, during and after 
Covid-19 in Assaluyeh industrial city. In order to conduct 
this research, Landsat-8 time series images were 
processed for extract LST in the Google Earth Engine 
platform (GEE). The results show that in the pre-covid-
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19 period, the northern, western and eastern regions of 
Assaluyeh, where the factories, industries and residential 
areas of the city are located, respectively, had a 
temperature of more than 60 to 70 degrees Celsius, while 
the rate has decreased to about 58 ° C during and after 
the normalization of Covid-19 conditions in the country. 
In general, industrial activities, tourism, transportation 
have a direct impact on surface temperature and 
indirectly on the environment. 

Nowadays, using remote sensing data can make the 
connection between Covid-19 and the LST easier, but 
processing this amount of satellite data into one piece of 
software is not easy, so in the end, researchers 
recommend using the new Google Earth Engine system. 
Because time series processing of LST changes on a 
monthly and annual basis provides easy. 
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 The use of soil spectral reflectance, which has been introduced as a new method in soil science, 
is widely used in estimating the physicochemical properties of soil. The aim of this study was 
to estimate the amount of gypsum in surface soils of Fars province. Based on random sampling 
method, 100 soil samples were collected and measured by standard method. Spectral analysis 
of soil samples was performed using a spectrophotometer in the range of 2500-400 nm. After 
this stage, various preprocessing methods were evaluated and finally the percentage of soil 
gypsum was modeled using two models of partial least squares regression (PLSR) and support 
vector regression (SVR). The results showed that the best results for estimating the 
percentage of soil gypsum are related to the SVR model with Preprocessing Savitzky- Golay 
Filter with the first derivative. Also, according to RPIQ statistics, the estimation of PLSR model 
for the percentage of soil gypsum in the weak class is 1.02% and for the SVR model in the 
moderate class is 1.54%. 

 
 
 
 

1. Introduction  
 

The use of visible-near-infrared spectroscopy has 
been introduced as a fast, inexpensive and non-
destructive method that has a good capability in 
estimating different soil properties (Cambou et al., 
2016). One of the most important characteristics of soil 
is the amount of soil gypsum. Gypsum has more solubility 
than carbonates and therefore, is under the influence of 
leaching process, and this resulted in less amount in the 
soil (Chaternour et al., 2020). The amount of gypsum has 
significant effect on soil properties such as soil water 
retention, aggregate stability and soil structure; More 
than 25% gypsum has a negative effect on plant growth 
and soil resilience (Smith and Robertson., 1962). Due to 
the cost, time and difficulty of direct measurement of soil 
gypsum, the use of indirect methods such as soil spectral 
behavior and spectroscopy has become common 
(Khayamim et al., 2015). So far, many studies have been 
done in this field, most of which have been researched on 
soil particle size, CaCO3 (Gomez et al., 2008), the soil 
organic matter (Ostovari et al., 2018) and soil moisture 
(Mina et al., 2021). In these studies, methods such as 

partial least squares regression, principal component 
regression, and support vector machine have been used 
to estimate the corelation between soil properties and 
spectral data (Farifteh et al., 2007). Also, studies have 
been reported in estimating the amount of soil gypsum 
using spectral reflections. Among these studies is a study 
by Chaternor et. al., 2020, they used PLSR and SVR 
models to estimate the amount of gypsum using spectral 
reflections of soil. Their results showed that the SVR 
model has a higher accuracy than the PLSR model. In 
another study, some chemical properties of soils in 
Isfahan province were estimated by spectroscopy. The 
properties of calcium carbonate, gypsum and organic 
matter were obtained with optimal accuracy with 
coefficients of determination of 0.45, 0.8 and 0.61, 
respectively (Khayamim et al., 2015). Hassani et al. 
(2014) estimated the properties of gypsum (RPD = 2.65), 
organic matter (RPD = 1.64) and calcium carbonate (RPD 
= 2.86) using spectral reflections. Gohari et al. (2017) 
used visible-near-infrared spectroscopy to estimate the 
amounts of gypsum, organic matter and carbonates. their 
research showed better result in the percentage of 
gypsum and organic matter in the good class, while it 
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showed worse result in the carbonates in the weak class 
due to the relative deviation of the model prediction. 

Due to the importance of gypsum content, this study 
was conducted to estimate the percentage of soil gypsum 
with PLSR and SVR models using spectral data by 
applying Savitzky -Glaye filters with the first derivative. 
 

2. Method 
 

2.1. Study area 
 

The study area was Fars province which is located in 
the south-central region of Iran with coordinates 27° 2' 
to 31° 42' latitude and 50° 42' to 55° 36' longitude. 

 
2.2. Soil sampling and soil analysis 

 
Soil sampling was done randomly from a depth of 0 

-10 cm. 100 soil samples were collected and then the 
samples were transferred to the laboratory, air dried and 
passed through a 2 mm sieve. The gypsum content was 
determined by acetone method (Nelson,1982). 

 

2.3. Spectral reflectance measurement 
 

Soil spectral data were determined using a 
spectroscopy device (NIRS-XDS) in the range of visible 
and near-infrared wavelengths (2500-400 nm). 20 g of 
each sample of air-dried soil with a size of less than 2 mm 
was placed in a special container and then 5 scans were 
performed on them (Figure 1, a). Due to the high noise at 
the beginning and end of the spectral data, the range of 
449-400 and 2500-2451 nm was removed from the 
modeling process and then the preprocessing of the 
Savitzky and Glaye filters with the first derivative was 
applied to the spectral data of soil samples (Figure 1, B). 
 

 
Figure 1. The a) raw and b) preprocessed spectral 
reflectance data. 
 
2.4. Model evaluation 
 

To predict the percentage of soil gypsum based on soil 
spectral reflectance, partial least squares regression and 
support vector regression were used. To evaluate the 
accuracy of the models, three statistical criteria including 
coefficient of determination (R2), root mean square error 
(RMSE) and ratio of performance to the interquartile 
range (RPIQ) were used (Mina et al., 2022). 
 
 

3. Results  
 

For the purpose of modeling, the data were randomly 
divided into two sets of training (70% of data) and 
testing (30% of data). Using t-test, no significant 
difference was observed between the two data sets. 
Table 1 shows the statistical summary of the measured 
soil gypsum for both train and test datasets. All soil 
samples had a low amount of gypsum with a mean of 
0.97% and 0.99% for train and test datasets, 
respectively. 
 
Table 1. Statistical analysis of the soil gypsum, minimum, 
maximum (Range), mean values, standard deviation (SD) 
and coefficient of variation (CV). 

        a-significant difference (p< 0.05)                
 

The values of R2, RMSE and RPIQ from modeling in 
estimating soil gypsum based on soil spectral reflections 
are presented in Table 2. The results of Table 2 show that 
the SVR model can have a higher performance in 
estimating the amount of soil gypsum than the PLSR 
model. The SVR model has the highest R2 (0.85, 0.73%) 
and RMSE (0.22, 0.39%) in both training and testing 
stages, respectively. In addition to RMSE, the accuracy of 
the model predicted by RPIQ was also evaluated. 
Classification is done by Lacerda et al., 2016 into 6 
classes: Very Poor with RPIQ < 1, weak with RPIQ = 1 – 
1.4, Moderate with RPIQ = 1.4-1.8, Good with RPIQ = 1.8-
2, Very Good with RPIQ = 2-2.5 and Excellent with RPIQ 
>2.5. The SVR model has a moderate performance using 
spectral reflectance with Savitzky- Glaye filter with the 
first derivative, and the PLSR model has a poor 
performance in estimating the amount of soil gypsum.  
 
Table 2. Prediction result for gypsum using partial least 
squares regression (PLSR) and support vector regression 
(SVR) model. 

Method Train Test 
Model R2 RMSE RPIQ R2 RMSE RPIQ 
PLSR 0.74 0.30 1.97 0.57 0.48 1.02 
SVR 0.85 0.22 2.10 0.73 0.39 1.54 

 
R2 - coefficient of determination, RMSE - root mean 
square error, and RPIQ - ratio of performance to the 
interquartile range. 
 
 

Figure 2 depicts the measured gypsum versus the 
predicted gypsum using the PLSR and SVR models in 
both train and test datasets. In both datasets, the points 
are well-scattered around 1:1 line for SVR compared to 
PLSR, which shows the better performance of the SVR 
model. 
 
 
 

Gypsum soil parameter 
Test Train  
% % Unit 
0-3.90 0.2-3.98 Range 
0.99a ±0.68 0.97a ±0.64 Mean ± SD 
68.68 65.97 CV (%) 
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Figure 2. Scatter plots of predicted versus measured 
gypsum by PLSR and SVR. a) Train set (N=70), b) Test set 
(N=30). PLSR: Partial least squares regression; SVR: 
Support vector regression. 
 

4. Discussion 
 

The t-test showed that there was no significant 
difference between soil gypsum in the train and test 
datasets. Table 1 shows the statistical description of soil 
properties in two sets of training and testing. The 
standard deviation of the amount of gypsum in the 
training set is 0.64 and, in the test, set is 0.68. This clearly 
shows that the test dataset is a good representation of the 
dataset. 

It has been used as an input parameter in PLSR and 
SVR models to estimate soil gypsum using wavelengths 
of the visible-near-infrared range (400-2500 nm). In 
predicting the percentage of gypsum by two models PLSR 
and SVR, the highest value of R2 and the lowest value of 
RMSE were obtained in each training and test sets (Table 
2). The results of this study are consistent with the study 
by Chaternor et al., 2020. The results clearly show that 
the SVR model is better for estimating soil gypsum than 
the PLSR model. Research has been conducted using 
PLSR and SVR models in 72 soil spectral samples in Iran. 
Their results showed that the SVR model has the highest 
performance in estimating soil CEC. 

In another study, Khayamim et al. (2015) obtained an 
excellent yield (RPIQ> 2) for the amount of soil gypsum 
using the PLSR model.  

Also, the SVR model had the shortest distance from 
the line (1: 1) and the best fit (Figure 2). 

In general, according to Table 2 and Figure 2, the 
results clearly show that the performance of the SVR 
model is better than the PLSR model in estimating soil 
gypsum. Therefore, it can be concluded that SVR is a 
more suitable multivariate method for soil spectral data. 

According to Nawar et al. 2016 research, the range of 
changes in the concentration of soil properties has an 
important role in the accuracy of the regression model 
and with an increase in changes and data breadth and 
also an increase in range, the model’s accuracy 
estimation increases. 

Also, according to the Wilding (1985), the extent of 
the data with the coefficient of variation (CV) in the range 
of > 35 is considered as a large extent. In the present 
study, the CV for the training and test data sets is 65.97% 
and 68.68 % respectively, which indicates the 
appropriate breadth in the Collected data and has 
improved the accuracy of gypsum estimation in both 
models. 

5. Conclusion  
 

In this study, we explored the ability of reflectance 
spectroscopy to estimate gypsum. Generally, the results 
showed that there is a correlation between the gypsum 
and soil spectral reflectance. Among the two predictive 
models, the machine learning algorithm performed 
better compared to the common PLSR method. Our 
results proved that spectral reflectance is a promising 
tool for efficiently assessing large areas. 

Therefore, it can be said that soil spectral reflections 
can be used as a rapid and alternative method in soil.  

To get a better view of the performances of machine 
learning methods in soil science studies, we recommend 
comparing other data mining approaches such as 
random forest and artificial neural networks, for the 
future studies. 
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 Recently, object detection has experienced significant progress. However, in the field of 
remote sensing, it is still under investigation for real-time detection of small objects because 
of the limited resolution and information. The detection of a predefined object, such as heavy 
vehicle, is vital in some applications. This study aims to improve the detection accuracy of the 
heavy vehicle. We train the latest model, YOLOv5 on our dataset in this paper. The results 
show that YOLOv5 can be well applied in the field of heavy vehicle detection. 

 
 
 
 
 

1. Introduction  
 

Today, the automobile industry of any country is one 
of the essential indicators for the development of that 
country. This industry is considered a key industry in 
terms of extensive relationship with its upstream and 
downstream chains. It has an important place in 
industrial development and production prosperity as it 
plays an effective role in economic growth and 
development. Thus, reviewing the activities of these 
industrial poles with the help of remote sensing data and 
techiqes can significantly reduce the need for human 
monitoring and save time and money for various 
organizations. On the other hand, this method can be 
used to check other collections as well. For example, 
identifying heavy goods vehicles in rest areas (Kasper-
Eulaers et al., 2021). 

A large number of remote sensing images have been 
generated regularly, and due to the rapid development of 
satellite and imaging technology, the task of object 
detection has gained significant attention of researchers  
(Zakria et al., 2022). 

In this paper, we used the latest version of the You 
Only Look Once (YOLO) object detection algorithm 
(Jocher et al., 2020) to detect vehicles. Our focus was on 
applying the algorithm, data acquisition, data annotation 
and Data counting. 

YOLOv5 is the fifth generation of YOLO, written in 
Python programming language (Thuan, 2021). According 
to various studies YOLOv5 outperforms the rest of the 

YOLO model in terms of accuracy and speed (Thuan, 
2021); (Cengil & Çinar, 2021). 

YOLOv5 proposed by Ultralytics LLC is an improved 
version based on YOLOv4. It is a one-stage detection 
network regarding accuracy and detection speed (Wu et 
al., 2020). After learning from the advantages of the 
previous version and other networks, YOLOv5 changes 
the characteristics of the previous YOLO target detection 
algorithm that the detection speed is faster but the 
accuracy is not high. YOLOv5 has improved detection 
accuracy and real-time performance, which meets the 
needs of real-time image detection and has a smaller 
structure. Therefore, this article uses YOLOv5 as the 
detection model. Its network model is divided into 4 
parts, namely Input, Backbone, Neck and Prediction, and 
its network structure is shown in Fig. 1 (Tan et al., 2021). 
Input includes mosaic data enhancement, adaptive 
anchor frame calculation, and adaptive image scaling. 
The input terminal of YOLOv5 adopts the same mosaic 
data enhancement method as YOLOv4. The random 
clipping, scaling, and distribution are used to splice the 
images. The four images are spliced, which enriches the 
detection data set, improves the robustness of the 
network, reduces the calculation of GPU, and increases 
the universal applicability of the network; Adaptive 
anchor frame calculation sets the initial anchor frame for 
different data sets, outputs the prediction frame based on 
the initial anchor frame, and then compares it with the 
real frame. After calculating the gap, it updates the 
network parameters reversely and iterates the network 
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parameters continuously. The anchor frame parameters 
are (Gao et al., 2021). Adaptive image scaling is to scale 

the image to a uniform size, which has been implemented 
in the data preprocessing stage (Luo et al., 2022). 
 

 

 
Figure 1. The main modules of YOLOv5 network  
 
2. Materials and Method 
 

2.1. Study area 
 

Tehran is located within latitude of 35˚40′18″ and 
longitude of 51˚25′27″ with an altitude of 1,191 m above 
the mean sea level in a semi-arid region of Iran. Iran 
Khodro Diesel Company is the study area in this article, 
which is located in Tehran. 
 

 
Figure 2. Study Area 

2.2. Selection of Algorithm 
 

The decision to use a convolutional neural network 
(CNN) was made due to their ease of use. There are a 
number of pre-trained models that can be tuned for a 
variety of tasks. They are also readily available, 
computationally inexpensive and show good 
performance metrics. Object recognition systems from 
the YOLO family are often used for vehicle recognition 
tasks, e.g., (Fachrie, 2020); and have been shown to 
outperform other target recognition algorithms 
(Benjdira et al., 2019). YOLOv5 has proven to 
significantly improve the processing time of deeper 
networks (Jocher et al., 2020).  

 
2.3.  Evaluation metric 

 

In order to evaluate performance of the algorithm, 
results of the model should be compared to the ground 
truth. In this paper, Precision and recall are used to 
evaluate the similarity and diversity between detection 
results and ground truth in test dataset. Also, the overall 
accuracy and F-Score have been calculated for the 
accuracy assessment (Kaplan et al., 2021). 

 
 

𝑃 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (1) 

  

𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
      (2) 

  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
   (3) 

  

𝐹 − 𝑠𝑐𝑜𝑟𝑒 =
2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (4) 
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Where,  
  TP = true positive 
  FP = false positive 
  FN = false negative 
  TN = True negative. 
 
3. Experiments  
 

3.1. Experimental process 
 

The experimental process can be divided into four 
steps:  

(i) Dataset construction. The remote sensing images 
(gain from open-source data source such as GoogleEarth 
are animated using imgLabel to obtain standard YOLO 
format dataset. Tzutalin's (Tzutalin, 2018) popular 
annotation tool LabelImg was used to cautiously label the 
images in this final phase. First, each image is opened in 
this tool one at a time. Then, a rectangular shape was 
manually drawn to the boundary of an object in order to 
specify its exact location in that image by x_center 
y_center width height. Finally, each object has been given 
a label, such as 'heavy vehicle'. In LabelImg, annotated 
values were saved as txt files in YOLOv5 format. Divide 
labeled dataset into training, validation, and test sets. 

(ii) Model construction. Constructing a CNN structure 
and setting its hyperparameters. 

(iii) Model training. Training with training sets and 
validation sets. 

(iv) Model prediction. Testing with the test set, and 
the result is used for evaluates model.  
 
 
 
 
 

Figure 3. Experimental Process 
 

3.2. Dataset 
 

For this study, 1000 images of the study area were 
prepared by Google Earth Pro software. Imglabel 
software is used for manual annotation of heavy vehicles 
in the images. Fig. 4 shows one demos of image label. 800 
images have been used for practice. To test the work, 
20% of the images selected for the exercise and another 
150 images from the image collection have been selected. 
Finally, the proposed method is tested with the 
remaining 50 images.  
 

 
Figure 4. Demo of image label 

3.3. Training 
 

The model was trained using Google Colab, which 
provides free access to powerful GPUs and requires no 
configuration. We used a notebook developed by 
Roboflow.ai (Li et al., 2021) which is based on YOLOv5 
(Jocher et al., 2020) and uses pre-trained COCO weights. 
We added the desired area dataset and adjusted the 
number of epochs to be trained as well as the stack size 
to train the upper layers of the model to detect our 
classes. Training a model for 500 epochs takes about 150 
min. 
 

3.4. Experimental Analysis 
 

After training our model, we made predictions for our 
test set’s new and unseen pictures. The examples in Fig. 
5 show that the algorithm can detect the heavy vehicle to 
a higher degree of certainty. However, it has difficulty the 
Data counting, especially when the data is in the corner 
of the image. 
 

3.5. Results 
 

The YOLOv5 model performs really well with 230 
epochs. After that with the increase of epochs all the 
losses like classification loss, box loss and objectness loss 
were increased and the model performance was 
decreased. YOLOv5 was tested on other images to detect 
heavy vehicles. To train the model, various image 
resolutions were used. 

The mold dataset was designed to train by using 
Google Colab, which provides free access to powerful 
GPUs. We used a notebook developed by Roboflow.ai 
which is based on YOLOv5 (Roboflow, 2016) and uses 
pre-trained COCO weights. Suitable number of epochs 
was chosen to train newly developed mold dataset. To 
train the model 205 epochs was selected which was 
taken approximately 40 min. 
 

 

 
Figure 5. Results of heavy vehicle detection 
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According to the results shown in Table 1, the 
proposed method has identified the heavy vehicle in the 
study area with high accuracy. A total of 45 heavy 
vehicles were identified in the first image and 64 heavy 
vehicles in the second image. The number of TP (heavy 
vehicles is correctly identified) was 43 for the first image 
and 59 for the second image. In order to evaluate the 
results, accuracy assessment was performed using 
Equations 1 and 2. The values of P (Precision) and R 
(Recall) for the first image were 1.0 and 0.95, 
respectively, and for the second image were 1.0 and 0.92, 
which indicates the efficiency of the proposed method in 
this field. 
 

Table 1.  Performance of heavy vehicle detection 
Items TP TN FP FN P R OA F-s 

a 43 0 0 2 1.0 0.95 0.95 0.97 

b 59 0 0 5 1.0 0.92 0.92 0.95 

 

Results and performances of heavy vehicle detection 
are shown in Fig. 5 and Table 1. 
 

4. Discussion 
 

Although tremendous progress has been made in the 
field of object detection recently, it remains a difficult 
task to detect and identify objects accurately and quickly. 
Yan et al. (2021) named the YOLOv5 as the most 
powerful object detection algorithm in present times.  

We see the greatest potential for improving 
performance in adjusting the physical data collection and 
in improving the data annotation. For most applications, 
changes to the physical data collection cannot be 
influenced. 

However, as this is a pilot project running on only one 
Automotive company, there is the possibility of changing 
the physical setup for data collection if more Automotive 
companies are added.  

In order to get closer to the goal of identifying all the 
heavy vehicles in the image, we need to train the sample 
with more images. 
 

5. Conclusion  
 

In order to achieve the accurate and real-time 
intelligent detection of heavy vehicles in Google Earth 
images, a real-time heavy vehicle detection method 
based on YOLO v5 was proposed in this study. The 
method of using YOLO v5 algorithm was proposed to 
identify heavy vehicles in the study area. According to the 
results shown in Fig. 5, the proposed method is able to 
detect heavy vehicles with an accuracy of 78%. We are 
confident that with a bigger training set and the 
implementation of the changes suggested in Section 4, 
the algorithm can be improved even further. 
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 Night light observations through remote sensing allow us to make accurate measurements of 
the location of human activities, so we can in various fields such as urban tracking and 
economic dynamism, conflict assessment and armed incidents, fisheries study, emission 
assessment They used greenhouse gases and energy consumption and analyzed light pollution 
and health effects. New and improved sensors, algorithms, and products for night lights, in 
conjunction with other ground observations and ancillary data (e.g., geographic location data), 
have great potential for in-depth understanding of human activities and their environmental 
consequences. This paper examines the advancement of night light sensors and products, and 
examines the contribution of night light remote sensing to the perception of a changing world 
with an emphasis on DMSP / OLS and VIIRS night light data. 

 
 
 
 
 
 

1. Introduction  
 

In general, the rapid growth of the human population 
has profound implications for land-based processes, both 
locally and globally, and poses great challenges for 
scientists and policymakers to understand and address 
global change and its consequences (Zhao, et al., 2019). 

Today, as we grow and innovate in tools and 
techniques, our understanding of issues such as 
urbanization, environmental change, and global change 
will emerge deeper and more comprehensible. 
Undoubtedly, the most important indicator of the impact 
on the environment and ecosystem is human activities. 
Ground-based imaging from space, due to its high 
potential, provides the possibility of analyzing, 
evaluating and predicting unprecedented changes that 
occur on the surface of the earth, and is a great help in 
tracking human activities and environmental impacts. it 
has. In this regard, the role of satellite remote sensing in 
the comprehensive understanding of the changes facing 
the Earth and humans in the 21st century has been very 
colorful (Zhao, et al, 2019). 

At the beginning of the 21st century, people realized 
that satellite remote sensing technology would play a key 
role in Earth observation. One of the most important 
ways to detect human footprints on the ground, light 

measured from the ground is very useful for identifying 
human habitats and economic dynamics. This will show 
the potential for continuous monitoring and monitoring 
of human activities and the identification and 
understanding of environmental effects of night light 
data compared to other satellite products used to 
monitor human activities [He et al., 2017]. 

Global nighttime running lights are one of the most 
important and well-known satellite data products that 
provide an accurate measure of human presence and 
activity across the globe. In addition, the mapping of light 
regions and their illumination levels are used by 
scientists in a variety of fields. [Levin, et al., 2020]. 

In this paper, we aim to examine the potential and 
effectiveness of NTL remote sensing in understanding 
human activities and related environmental changes in a 
changing world. As such, this paper will provide a 
comprehensive review of night-time remote sensing 
(NTL) data from data sets to applications and challenges 
and perspectives. 
 

2. Method 
 

Examining various studies that have been done 
using night light images, it is clear that each of these data 
sets has advantages and disadvantages that in 
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combination with a series of data and ancillary 
information provide the desired result. In the following, 
we will introduce the main data of night light and review 
the summary of studies performed using these images. 

 
3. An Overview of Major Nighttime Light Datasets 

 
This section provides an overview of the main NTL 

datasets collected from the various sensors and 
operating systems and their features. DMSP-OLS and 
VIIRS sensors are the two main sensors in the field of 
night light images, which we will introduce in full below. 

 
3.1. DMSP-OLS &NPP-VIIRS 

 
The Defense Meteorological Satellite Program 

(DMSP) was launched in 1962, and since then its 
satellites have been using the Ground Surface Scanning 
System (OLS) as a valuable source of night light data 
(NTL). Since 1992, DMSP satellites have been 
broadcasting digital images, which, after being processed 
by NOAA (now Colorado Mining School), the Earth 
Observatory (EOG) became the global average of the 
year, and the NTL map background was removed. With 
the expansion of annual data from 1992 to 2013, DMSP 
turns night light into the longest range of remote sensing 
data available in human activities (Elvidg, et al.,1997). In 
2011, the Suomi NPP satellite (SNPP) was launched with 
a set of Visible Infrared Imaging Radiometers (VIIRS). 
The VIIRS tool is also able to detect dim light sources at 
night. VIIRS annual maps of night lights have been 
published from 2013 to 2022 (Elvidge, et al, 2019). NTL 
maps made with DMSP (DNL) or VIIRS (VNL) are widely 
used in human activities, economics and environmental 
research (Levin, et al., 2020). 

The DMSP-OLS nighttime stable light (NSL) data 
have a spatial resolution of 30 arc-seconds, a coverage 
spanning 180 to 180 degrees longitude and 65 to 75 
degrees latitude. The digital number (DN) value for pixels 
ranges from 0 to 63. This means that value 0 represents 
the unlit area and the greater the value, the higher the 
light level of the region will be. VIIRS, a 22-band 
visible/infrared sensor, has a same swath width (i.e., 
3000 km) as DMSP and a higher spatial resolution (i.e., 
375 m and 750 m at nadir). Similar to OLS, VIIRS 
observes NTLs of the Earth every 24 hours, with the local 
overpass time after midnight—near 01:30. Among the 22 
bands of VIIRS instrument, the Day/Night Band (DNB) 
with a spectral range of 0.5–0.9 μm shows an 
unprecedented capability of night observations (Zhao, et. 
al., 2019). 

 
4. The contributions of night lights to various        
studies to understand the changing world 

 
Through a range of new applications, NTL remote 

sensing improves our understanding of the rate of land 
change. In this section, we briefly review the major 
contribution of satellite NTLs in previous studies for 
various purposes. 
 

 
Figure 1. VIIRS Nighttime Light image for East 
Azerbaijan province 
 
4.1. Urban studies  
 

The use of artificial light data measured from 
satellites has made it possible to change research 
methods in geography and urban planning. The DMSP-
OLS and VIIRS night optical data sets provide consistent 
and valuable data sources for the study of urbanization 
processes. To better understand, we summarize a 
number of studies conducted in this field. 

Luqman et al. 2019 in their study. They introduced a 
new algorithm called BUNTUS (indoor areas, night light 
and travel time for urban size) using remote sensing 
techniques to draw urban boundaries. This method 
combines land cover data, night light and travel time to 
extract the boundaries of urban areas. This method is a 
universal method and uses data sets with sufficient time 
to create the process. They used Landsat-8 OLI images to 
confirm their work, and the results showed an overall 
accuracy of 60 to 95 percent. Therefore, this method is a 
practical method in collecting information from the 
urban area and in accordance with its criteria. 

        In their study, Dou et al 2017. Noted that the 
timely and accurate extraction of urban land using night 
light data from Visible Infrared Imaging Radiometers 
(VIIRS) is important for the national participation of the 
third polar orbit for urban studies. Extraction of urban 
land using VIIRS night light data requires consideration 
of various methods. Therefore, they first reviewed the 
relevant methods and selected three common methods 
for extracting urban areas using night light data. These 
methods included Local Optimal Threshold (LOT), Plant 
Adjusted Night Light Index (VANUI), Integrated Night 
Lights, Normalized Plant Index, and Surface Temperature 
Support Vector Classification (INNL-SVM). They 
evaluated the performance of these methods for 
extracting urban land area based on VIIRS night light 
with seven assessment areas with different economic 
and socio-economic conditions in China. The results 
showed that among the mentioned methods, INNL-SVM 
method has more potential for effective extraction of 
urban land from VIIRS data. 
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       He, et al. 2017, colleagues have stated in their 
study that Quantifying the spatial and temporal changes 
of urban extent is important for understanding the 
burgeoning process of urbanization. Among the excellent 
methods used to map urban areas and detect urban 
change using night light data, many assume that the 
urban area is equivalent to areas with a high percentage 
of impenetrable surfaces or developed terrain. They 
selected the appropriate boundary criteria and urban 
indicators based on understanding the current urban 
situation of the study area and after object-based 
segmentation and identification of primary urban 
centers, urban plots were identified and urban centers 
through grouping algorithm, relative margins of urban 
area. The results showed that this method is able to 
identify urban plots with reliable accuracy on a regional 
scale. 
 
4.2. Modeling GDP 
     
      Another application of night light images is to 
evaluate GDP. Many studies have been done in this 
regard. Zhao et al. 2019 Noted in their study that night 
light data from the Defense Meteorological 
Meteorological Program (DMSP-OLS) line-scan operating 
system in conjunction with the Visible Infrared Imaging 
Radiometer (NPP-VIIRS) with the participation of the 
Third National Polar Orbit Is obtained. It has great 
potential for measuring large-scale GDP dynamics (GDP). 
DMSP-OLS data coverage covers the period between 
1992 and 2013, while NPP-VIIRS data are available from 
2012. The integration of these two datasets has been 
important for the production of a time series of 
continuous and continuously monitored data since the 
1990s. Understanding the Dynamics of Long-Term 
Economic Development In addition, since patterns of 
economic development vary with physical environment 
and geographic location, the quantitative relationship 
between night light and GDP should be designed for 
separate areas. Through a case study in China, this study 
attempted to integrate the DMSP-OLS and NPP-VIIRS 
databases, as well as to identify an optimal model for the 
long-term dynamics of spatio-temporal GDP in different 
parts of China. 
 
4.3. Light pollution 
 
      A comprehensive definition of light pollution is that 
light pollution is the presence of unwanted, 
inappropriate, or excessive artificial light. In a 
descriptive sense, the term "light pollution" refers to the 
effects of any dim light during the day or night. Light 
pollution can not only be understood as a phenomenon 
caused by a particular source or type of pollution, but 
also can be considered as an effective factor in various 
studies. 
    Bagheri et al 2022. In their study. They have studied 
light pollution and pointed out that due to the increasing 
expansion of urbanization and the consequences of 
urbanization and uncontrolled migration of light, this 
pollution has also increased. Although this 
contamination is not comparable to the naked eye, it is an 
unfortunate environmental fact that has devastating 

effects on the health of organisms and humans. Using 
new methods and techniques for measuring distance, 
these pollutants can be mapped and appropriate 
measures can be taken to control and reduce them. For 
example, in an area with high light pollution and its 
negative effects, extinction of individuals and organisms 
may be prevented. Or moved them. 
 
5. Result 
 
     By examining night light data and various studies 
performed using these data, it was found that night light 
data have a very high potential and efficiency in various 
fields such as urban studies, economics, light pollution, 
traffic, etc. These data, when combined with other data, 
give very accurate results that can be used in important 
planning, especially urban planning. 
 
 
6.Discussion 
 

Universal night light received by satellites shows us 
the location and brightness of light in different regions. 
In low light conditions, only specialized imaging sensors 
are able to receive source information for night light. To 
produce a universal product without additional features 
requires dozens of views per year. From the mid-1970s 
to 2011, the only instrument that met these criteria was 
the US Air Force DMSP OLS, which collected a complete 
set of night-time images of the Earth every 24 hours. 
NOAA builds a time series of annual global night light 
products with OLS data from 1992 to 2013. OLS products 
have been widely used by scientists and economists; 
however, OLS data has several drawbacks, including 
dynamic range limited by six-bit quantization, large 
spatial resolution, and in-flight calibration. In 2011, 
NASA and NOAA launched the SNPP satellite with VIIRS, 
which compared low-light imaging data with 14-bit 
quantization, fewer detection limits, wider dynamic 
range, and 45x smaller pixel footprint compared to DMSP 
OLS. Collects with OLS. VIIRS, like OLS, collects a 
complete set of Earth images every 24 hours. The 
purpose of this study was to investigate the applications 
and potentials of night light data in various studies 
(Elvidge,.  et at, 2017). In all these studies, the effective 
role of these data was proven. The point that should be 
considered and mentioned in almost all studies is the 
choice of the optimal method in these studies. 
 
7. Conclusion  
 

The results of these studies show that by combining 
night light data with a set of other information and data, 
various phenomena such as urban growth trends can be 
easily calculated. Due to the quality and availability of 
this data and available methods, this data can be used in 
many studies. 
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 Assessing the dynamic changes in land use/land cover in the management and sustainability 
of natural ecosystems is important. This study aims to investigate the ability of object-oriented 
processing of satellite images for land cover detection and prediction of future changes using 
CA Markov model in the township of Miandoab. For this purpose, land cover maps were 
obtained for the years 1984, 1994, 2004, 2014, and 2018 using the threshold setting method 
in eCognition 9.1 software and Landsat satellite images of TM, + ETM and OLI. The CA-Markov 
model was used to predict future changes for 2032. The accuracy of the forecast model was 
obtained by matching the predicted map of 2018 with its real value. This value represents the 
validity of modeling results. The results showed that during the period of 34 years (1984-
2018), gardens and human-made lands have been improved significantly, so the area of the 
gardens grew45km between 1984-2018 and human-made lands increased from 6.21 km2 in 
1984 to 27.55 km2 in 2018. In recent years, compared to previous years, the water bodies 
have diminished, and if the management and resources planning are not altered in the region, 
this trend of change will have irreparable consequences soon. 

 
 
 
 

1. Introduction  
 

Land use/cover can be considered as a combined 
concept in terms of physical, social, cultural, economic 
and information of any country. In fact, land use maps 
include how to use the land for various human needs 
(Fezizadeh et al., 2021). Rapid urbanization leads to 
rapid land  use/cover change that can cause a severe 
deterioration of living environment in urban areas (Sun 
et al., 2016). One of the effects of urban growth is 
destroying the environment around the city and 
changing the agricultural lands to urban usage. Land-use 
changes are a dynamic and complex process that 
interconnects natural and human systems (Koomen, et 
al, 2007). Monitoring land use and land cover changes 
(LULCC) is an important part of ecological planning in 
areas with rapid changes. The rapid development of 
industry, local phenomena such as internal security 
problems and hard living conditions in rural areas can 
directly affect LULCC (Satir and Erdogan, 2016). LULCC 
influences forests by deforesting for agricultural use or 
other uses are elements that contribute to global 
environmental change. Therefore, knowing the process 

of these changes in the past, present and future are 
essential for decision-making of sustainable 
development (Nguye, 2018). Land use refers directly to 
human activities on the earth, while land cover identifies 
the natural properties of the earth (Ozdogan, 2016; Singh 
and Singh, 2011). LULCC is the result of human activities 
that affect both terrestrial surface and atmospherical 
region (Pielke et al., 2011). LULCC is a significant factor 
in global changes and has a notable impact on ecosystem 
processes, biological cycles, and biodiversity (Basommi 
et al., 2016; Verburg et al., 2004). In recent years, 
depending on the type of land use and the growing 
population of the world and economic growth, 
identification of effective LULCC has become a global 
concern (Jia et al., 2015). Factors and influential forces in 
the formation and expansion and land use change can be 
considered as a result of natural, social, economic and 
other conditions and characteristics. (Moazeni, 2015). 
Human activities are reshaping the terrestrial 
environment (Seto et al., 2011). With the development of 
remote sensing technology, abundant spatial data is 
available now. Satellite data is the fastest and affordable 
method available for researchers to produce a land-use 
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map (Pal & Mather, 2005). In recent years, satellite image 
analysis has been proposed as a tool for identifying and 
extracting LULCC (Szuster et al., 2011). Remote sensing 
and GIS data are extensively used to identify and analyze 
the LULCC (Hua, 2017). Remote sensing data can 
effectively record the location of land cover and it is a 
marvelous source of data for extracting, analyzing and 
simulating LULCC (Pradhan et al., 2008; Singh et al., 
2018). Different methods have been proposed for 
extracting land cover information from satellite images. 
Object-based processing of satellite images (OBIA), has 
overcome the weakness of the pixel-based approach 
which refuse to use side information in the process of 
satellite image classification (Blaschke, 2010). Object-
based    techniques use more data including geometric 
information related to the shape of features and their 
placement, various side information (digital elevation 
models, various mathematical indicators) for the 
classification of phenomena and side effects compared to 
the traditional methods of classification. The satellite 
image classification using object-based techniques has 
been widely used so far (Blaschke, 2014): also, many 
approaches have been used in the framework of OBIA 
techniques to classify satellite imagery (Benz et al., 2004; 
Tiede et al., 2010 and Strasser & Lang, 2015). Regarding 
the LULCC, most of the desirable agricultural lands are 
located around cities, therefore, uncontrolled urban 
expansion with low population density destroys 
agricultural lands. Environmental, economic and social 
effects caused reduction of agricultural activity. The city 
of Miandoab, with the population of 134,000 in 2016, has 
experienced widespread growth over the past few 
decades. In addition, because the city is located in an 
alluvial plain and between two permanent rivers, it is 
surrounded by high-quality agricultural lands and 
numerous villages; therefore, it is essential to pay 
attention to the development of the city and its effects on 
the surrounding areas as the transition areas of the city 
and the village. Recent advances in tools and remote 
sensing techniques have enabled researchers to make 
effective modelling for future land cover changes. In this 
context, many models have been created to simulate the 
dynamics of landscape change. One of these models is the 
combined cellular automata model and Markov chain 
analysis. Markov chain analysis states that the future 
status of a system can be modeled solely based on 
immediate past status. The cellular automata model is 
used to allocate a spatial dimension to modeling 
dimension. Therefore, in this research, for modeling the 
land-use change of the city and its surrounding areas, the 
CA-Markov model has been used. The simulation method 
is divided into two sections: prediction of quantitative 
changes by Markov. 
 

2. Method 
 

In this study, two types of data including satellite 
imagery and GPS data, which were obtained from field 
operations, were used. Satellite images used include 
Landsat satellite imagery between 1984-2018 with a 
period of 10 years and rows and path of 168-34 for the 
months of July and August. It should be noted that the 
images related to TM Landsat 5, ETM Landsat 7 and OLI 

Sensors relates to Landsat 8, and due to the presence of 
information gap in most of the Landsat 7 images, it is 
tried to use Landsat 5 images as far as possible. 
According to the purpose of the study, first, the images 
were pre-processed in the ENVI 5.1 software 
environment; then, the GIS images and layers included 
topographic data obtained from the DEM 30, normalized 
difference vegetation index (NDVI) and other 
information layers, were entered into the eCognation 
developer software for database classification and the 
application of different algorithms. These processes 
include algorithms (Brightness, NDVI, SI, GLCM ...) to 
identify existing applications and select the most 
appropriate indicator for the study area. In the post-
processing stage, the land-use change trend has been 
evaluated and the results have been analyzed. It should 
be noted that in this study to evaluate the accuracy of 
classification in different years, in addition to land 
harvest points, Google Earth images were also used. 

 
 

3. Results  
 

In the preprocessing stage, all Landsat satellite 
bands were stacked and cut in ENVI software. After 
performing various studies and testing the scales, 
coefficient of shape and compression of scale 10 with, 0.2 
and 0.5 for Landsat 5 and 7, and the scale 170 with 0.3 
and 0.5 for Landsat 8 images were selected as the 
appropriate scale for extraction of the complications in 
the image. In this research, various functions and 
capabilities of OBIA (Object-Based Image Analysis) 
techniques are used to extract land cover with high 
accuracy; these functions include texture information 
(GLCM), average of image bands, normalized difference 
vegetation index (NDVI), normalized difference water 
index (NDWI), and brightness index. To implement 
object-based processing, suitable criteria and algorithms 
were selected for extraction of each land use/land cover 
based on ground control points, and then the spatial 
thresholds, as well as thresholds based on the calculated 
indexes, were applied to extract the desired applications. 
This processing method was applied to all images in 
virtually identical conditions. 
 

 
Figure 1. Predicting Future Land Cover Change with CA 
– Markov Model- 2032 
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4. Discussion and Conclusion 
 

In this research, the land cover map in was created 
using object-based processing of satellite images for 34 
years (1984-2018) with a general accuracy of 0.89 and 
Kappa coefficient of 0.8770 in seven classes (water, 
garden, pasture, agriculture, bare lands, salt, and building 
area). The analysis of the results showed that at the 
beginning and in the period of 1994 due to increased 
rainfall in the study area, farming and water have 
increased; then, due to the reduced rainfall in the area 
and the beginning of the drought, the agricultural land 
area and water have decreased. In the following years, 
since 2004, with the beginning of irrigation networks, the 
exploitation of the agricultural land and garden area has 
increased. Nevertheless, in the same years, due to the 
reduction of rainfall and mismanagement of water 
resources, the water bodies of the region have been 
reduced, and due to the salinity of Urmia Lake, with 
decreasing the water level and drying of the lake, Salt 
field of the region is expanding. Following the research 
process, the map of future changes of 2032 was obtained 
using the Cellular automate Markov chain model in the 
Terrset software. To evaluate the accuracy of the 
prediction model map, first, using the images of 1994 and 
2004, the map of change was predicted for 2018, and 
then the predicted model of land cover changes was 
compared with real land cover values in 2018. The 
consistency of the predicted values with the real values 
of 2018 represents the high accuracy of the prediction 
model. Accordingly, future changes in land cover are 
expected in the next 13 years (2032). Evaluation of the 
prediction model for 2032 indicates significant growth in 
the constructed areas and salt marshes. Increasing salt 
marshes can have devastating effects on the 
environment, agriculture, and gardens. We also see these 
effects in the study area. As a result, the area of 
agricultural lands and gardens has decreased in the last 
period of the total study period. Because of an increase in 
population, pressure on natural resources and the 
growth of agricultural and garden lands, man-made lands 
are also increasing in the study area. On the other hand, 
agricultural and pasture usage show negative growth. 
Significant growth of saline lands in the coming years in 
the region will change the landscape of the land and will 
bring irreparable damage to the environment. 
Considering the changes in land use / cover in the eastern 
part of the study area, it can be said that this part of the 
study area in the current conditions, due to past 
degradation and conversions, is disruptive and indicates 
the development of degradation. Since one of the 
consequences of the destruction and transformation of 
land over a period of time is increased desertification and 
destruction of biodiversity, it can be concluded that due 
to the drying of Urmia Lake, probably, the destruction of 
natural vegetation, increased size of barren lands by 
decreasing vegetation and decreasing preservation 
capacity, have increased dust and reduced soil fertility in 
the region. Therefore, modifying management and 
conservation plans for the ecosystem of the region is 
essential. 
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 A new technology based on the reflection of Global Navigation Satellite Systems (GNSS) 
signals, namely GNSS-Reflectometry (GNSS-R), can monitor soil moisture content (SMC) and 
provide very valuable data for agriculture and hydrology at a regional and larger scales. In this 
paper, GNSS-R SMC estimates in the Khuzestan Province of Iran are estimated from the NASA’s 
Cyclone GNSS (GYGNSS) data through the bistatic radar equation and the Fresnel coefficients. 
We identify a set of optimal areas for agriculture with CYGNSS SMC estimates (SMC>0.1) 
during the dry season of 2021. We compare the results with the actual distribution of wheat, 
and provide some suggestions and recommendations for future works on using GNSS-R SMC 
in agriculture. We provide the first insights of the possible benefits that GNSS-R SMC can 
deliver to farmers and national government. 

 
 
 
 

1. Introduction  
 

Monitoring and predicting soil moisture content 
(SMC) is very important for social economy and human 
activity, while it plays a crucial role in the 
characterization of the Earth’s climate and its 
hydrological cycle. SMC is a key parameter for planning 
irrigation strategies, while it simultaneously regulates 
energy and water exchange between the land and the 
atmosphere, and other hydrological and climate 
processes.  

Disasters on agriculture and food security need to be 
mitigated using models that can predict the state of the 
land held; different crops require different conditions for 
growing optimally. Some crops need dry climates to 
mature for harvest. These mainly include crops from the 
grass family, which are staple food source. For example, 
the agriculture in Iran uses the climate as an advantage, 
to grow and harvest crops depending on available soil 
moisture along the seasons. That being said, all crops 
require water at the sowing or planting, and become well 
established. In addition, Iran also may grow crops that 
require more moisture that that is available for the 
characteristics of the area, such as rice or sunflowerseed 

crops, but it is difficult to identify the optimal locations 
for crops that require more water. 

At a local scale, farmers have a large wealth of 
knowledge of growing crops in in their own country. 
However, at a regional and larger scales, it is difficult to 
characterize the land held in terms of SMC. Fortunately, 
with the recent satellite technology developments with 
Earth’s observation through remote sensing from space, 
more insights on soil and climate conditions at regional 
and larger scales allow farmers and national 
governments to further benefit from agricultural 
strategies. 

In this paper, we estimate SMC using a new 
technology based on the reflection of Global Navigation 
Satellite Systems (GNSS) Reflectometry, namely GNSS-R 
[Carreño-Luengo et al. 2018; Privette et al. 2011, Clarizia 
et al. 2019; Calabia et al. 2020]. This is a new remote 
sensing method that is accurate and much cheaper than 
traditional satellite microwave instruments, such as 
NASA’s SMAP (Soil Moisture Active Passive), or other 
terrestrial data collection methods marketed to farmers. 
This technology uses an L frequency band that is suitable 
for assessing the SMC in the first 10 cm of the soil surface. 
In this work, we study the region of Khuzestan in Iran 
during the driest period of 2021, so that it is possible to 
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characterize the optimal location of crops depending on 
their SMC requirements. In the next section, we 
introduce the study area with it details on climate and 
crop calendar. Then in section 3, we describe the 
methods and data used to obtain the results, which are 
presented in section 4. Final discussion and conclusions 
are given in the last sections. 

 
2. Study Area 
 

The Khuzestan Province is located in the southwest of 
the Iran, bordering Iraq and the Persian Gulf. Figure 1 
shows the climograph of Khuzestan, where the mean 
temperature in summer routinely approaches to 38°C, 
and in the winter drops down to 12°C. In general, the 
climate of Khuzestan in Summer is hot and dry, with 
almost no precipitation from June to September. 

In Iran, wheat, rice, and barley are the country's major 
crops. Figure 2 shows the crop calendar of Iran, where 
rice and Sunflowerseed are planted up to June, Sorghum, 
soybean, corn, and cotton are mid-season growing crops, 
and wheat, rapeseed, and barley are harvested in August.  
 

 
Figure 1. Climograph of Khuzestan (Iran). Data from 
climatecharts.net 
 

 
Figure 2. The crop calendar of Iran. From: 
ipad.fas.usda.gov. 
 
3. Data and Methods 
 

In this study, we employ the NASA’s Cyclone GNSS 
(GYGNSS) data during the month of August 2021. The 

GNSS-R SMC retrieval approach of Calabia et al. [2020] 
employs a modification of the bistatic radar model 
[Masters et al., 2004] for the coherent component of 
smooth surfaces [Clarizzia et al., 2019]: 
 

( )
( ) ( )( )

trt

ttDDM
lr

PGG

RRNP

2

22
4






+−
=

 

(1) 

 
where PDDM is the peak value from the analog 

scattered power. The subscript rl stands for a scattering 
mechanism when the incident right hand circularly 
polarized (RHCP) signal is scattered by the surface and 
inverts the polarization to left hand circularly polarized 
(LHCP) at the receiver position. Γlr is the surface 
reflectivity for the received lr polarization from which 
the SMC can be estimated.  

Land surfaces’ reflectivity is affected by its 
corresponding bare soil roughness (BSR) and vegetation 
optical depth (VOD) parameters, and their 
implementation in Equation 1 is as follows:  
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where Rlr(θ) is the Fresnel reflection coefficient for 

the given polarization, τ stands for the VOD and h=4k2σ2, 
with k=2π/λ, where λ is the wavelength of the system, 
and σ is the standard deviation of the surface roughness. 
Here, NASA’s SMAP VOD and BSR ancillary data are used 
to correct for their corresponding attenuation effects.  
The soil permittivity (εr) is estimated by means of the 
Fresnel reflection coefficients, that are related to the 
reflectivity linear polarization modes [Jia and Pei, 2018]: 
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where Rvv, and Rhh are the Fresnel coefficients for 

vertical and horizontal co-polarization, respectively. The 
subscripts, lr and rl hold for circular cross-polarized 
reflections, while rr and ll for co-polarized reflections. 
For soil surfaces, the Fresnel reflectivity (Rvv and Rhh) is 
function of soil permittivity or dielectric constant εr and 

the incidence angle ( ), from which SMC is retrieved. 
The conversion from the Fresnel reflectivities to the real 
part of permittivity (εr) is based on the model of Jackson 
et al. [2004]. Once the dielectric constant is retrieved, the 
volumetric SMC can be derived from the Topp model 
[Topp et al., 1980]. These models are suitable for low 
incidence or high elevation angles, which is the case of 
satellite viewing properties and, particularly, for 
observations of GYGNSS.  
 
 

4. Results  
 

The SMC estimates at the specular points of the 
CYGNSS data for the period of August 2021 are shown in 
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Figure 3. In this figure, the false color image of land 
surface heights is shown in the background. Note that 
data points with heights above 700 m are not suitable for 
GNSS-R SMC retrieval. Note the geometric distribution of 
the observed points follows a quasi-random 
spatiotemporal distribution, due to the changing 
geometry of GNSS and CYGNSS satellites. Each point in 
this figure shows the corresponding SMC estimated at 
each location. We can observe a large number of values 
below 0.2, while values above 0.2 are more infrequent, 
forming clear areas of agricultural interest. In Figure 4, 

these areas have been grouped and segmented for a 
better identification of the optimal locations with 
elevated SMC. In this figure, we also include the areas of 
most frequent crop used in this area, i.e. the wheat 
pattern shows the areas with the actual production of 
wheat. We can clearly observe some similarities between 
the wheat production and the areas with SMC>0.1. 
However, in several locations, we can observe for a 
possible optimization by relocating the crops into areas 
with higher SMC.  

 

 
 

Figure 3. The GYGNSS SMC data during August 2021. The 
false color image of land surface heights is shown in the 
background. Note: height data from Beauducel [2022]. 
 

Figure 4. Optimal areas (SMC>0.1) for agriculture 
classified in terms of SMC levels during August 2021. The 
true color image is in the background, and the wheat 
pattern shows the areas with the actual production of 
wheat. Table 1 shows the optimal crops for each range. 
Note: wheat data from ipad.fas.usda.go.  

 
 
Table 1. Usual crops seen in Khuzestan categorized 
depending on SMC requirements. 

Range Crop Types Comments 

0.4 - 0.5 Rice, Sunflowerseed Planted up to June 

0.3 - 0.4 Sorghum, soybean Mid-season growing 

0.2 - 0.3 Corn, cotton Mid-season growing 

0.1 - 0.2 Wheat, rapeseed, barley Harvest in August 

 
 Table 1 shows the main crops in Iran classified in 

terms of the available SMC during August. This 
classification is based on the crop calendar in Figure 2. 
According to this table, wheat, rapeseed and barley 
requires lower amount of SMC than the other crops. In 
this table, the comments show the stage of growth during 

the period investigated in this study. This table along 
with the map in Figure 4 is an example of crop 
optimization which could be applied in future strategies. 
 
5. Discussion 
 

Ground sensors only provide discrete SMC 
measurements for one point, and the real irrigation 
needs of other areas are unknown. Compared with the 
traditional monostatic remote sensing, a GNSS-R 
platform just need to carry a delay/Doppler receiver (low 
cost, low mass, and low power consumption). The 
installation of a GNSS-R receiver can be done in any kind 
of platform (drones, airplanes, satellites, etc.). In this 
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way, GNSS-R has a wider and flexible coverage, ranging 
from middle scales to larger scales. 

However, in order to provide a suitable SMC product 
that is beneficial and useful for society, several factors 
need to be addressed. For example, an interesting issue 
is how farmers can access to the data, and which scale is 
the most appropriate for the final products. We want 
assist both local farmers and national governments with 
this new data, but also it should be suitable for 
researchers and climate change decision makers. Note 
also the governmental issues with existing economic 
support and regulations to farmers. There may be no 
grants or support to adopt the crop to new strategies. 
Another factor for agriculture and food supply is that 
additional ancillary data such as topography, soil 
chemistry and composition, are required for accurate 
studies. Finally, long-term temporal series of GNSS-R 
data from space can help to climate-change and 
hydrological-cycle studies at a regional and global scales. 
 
6. Conclusion 
 

In this paper, we have estimated GYGNSS SMC in the 
region of Khuzestan (Iran) during the dry season of 2021. 
We have identified a set of optimal areas for different 
crops and compared the results with the actual 
distribution of wheat. These results prove that SMC from 
GNSS-R can be used to help farmers and national 
governments to take decisions at a regional and larger 
scales. This promising technique is also very useful for 
hydrological-cycle and climate-change studies, in which 
desertification trends and fertilization strategies must be 
taken into account. 
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 The fall in the level of the Caspian Sea in recent years has a serious impact on the 
infrastructure of the coastal zone. In this work, based on the processing of images taken from 
the Sentinel 2 satellite, the influence of the level drop on the morphometric characteristics of 
the coastal zone from the cape Bandovan to Astarachay river of the Azerbaijan water area of 
the Caspian Sea is estimated. The images were processed using the Tasseled Cap and DSAS-
Digital Shoreline Analysis System software. The results are presented in the form of maps and 
tables, graphically showing the changes occurring in the coastal zone as a result of falling sea 
level. 

 

 
 
 

1. Introduction  
 

The coastal zones are environmentally and 
economically important regions. Monitoring of the 
coastal zone and, in particular, the precise demarcation 
of the coastline is important as a fundamental research 
object in solving problems such as environmental 
protection in the context of global climate change. 
Shorelines are important particular qualities for 
land/water resources management, geographical 
mapping, safe navigation and coastal monitoring. 

The coastal zone is located in the zone of contact of 
the atmospheric system, hydrosphere, lithosphere and 
biosphere. Coastal zones formed as a result of 
geomorphological processes, such as abrasion and 
accumulation, have different characteristics from the 
points of view of the landscape structure, 
geomorphological process, relief and its constituents 
(Yamamoto and Finn 2012). 
 

2. Method 
 

The most common methods for shoreline 
extraction involve visual interpretation from 
conventional ground surveys or aerial photographs 
(Boak and Turner 2005,  GENS 2010). These methods 
are, by definition, subjective and depend on the 
interpreter’s individual abilities, often requiring the 
operator to be familiar with the locale (Boak and Turner 

2005). Using tidal datum indicators is a better method 
to identify the shoreline, but it’s limited when 
determining the historical shoreline (GENS 2010). In 
recent years, there has been an increase in the use of 
remote sensing data using  

Accuracy plays a crucial role in determining the 
shoreline using satellite imagery, and several factors 
make it difficult: sea level changes, coastline movement 
due to swells and surges, the presence of waves, the 
presence of watts and swamps along the coast (is 
incorrectly classified as a part of water). 

In this research work, the pre-processing steps are 
applied for the automatic extraction of coastline by 
using the ArcGis 10.5 software.  The shoreline change 
analysis was performed using ArcGIS 10.5 and DSAS 5.0. 
Furthermore, the erase tool of ArcGIS practiced for the 
calculation of erosion-accretion of the study area. The 
database used in this study to determine the coastline is 
the 2016-2021 Sentinel 2A satellite imagery. 

Sentinel-2A MS image, covering an area of 100 km x 
100 km, were used for a shoreline extraction. The high-
resolution MSI data include 13 spectral bands from 
Visible and Near-Infrared (VNIR) to Short-wave infrared 
(SWIR) region, fine spatial resolution (10, 20 and 60 m), 
and 12 bit (Drusch, Del, Carlier,  Colin, Fernandez, 
Gascon, Hoersch,  Isola, Laberinti and Martimort 2012). 
For extract of the shoreline, we used the Tasseled cap 
transformation method and NDVI (Normalized 

mailto:Turkan.memishova@gmail.com
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Difference Vegetation Index). Determining the 
Normalized Difference Vegetation Index (NDVI) in this 
technique uses a composite Red band and Near Infrared 
(NIR) to determine the level of greenness and 
classification of vegetation areas. The next step uses 
Tasseled Cap to convert band channel into a new band 
set with clear interpretation for vegetation mapping, 
this transformation already proven fit for shoreline 
extraction (Safyanov 1996). Tasseled cap 
transformation (TCT) is a usually used remote-sensing 
technique and has been successfully used in various 
remote sensing-related applications. However, the TCT 
coefficient set is sensor-specific, and therefore, in this 
article, we developed the TCT coefficients specifically 
for Sentinel-2 multispectral instrument at-sensor 
reflectance data (Thieler, Himmelstoss, Zichichi and 
Ergul 2009). Tasseled Cap process are using composite 
bands of red, green, blue, NIR, short wave infrared-1 
(SWIR-1) and short wave infrared-2 (SWIR-2) to find 
out the level of brightness, greenness and wetness of an 
object. Brightness, a measurement value for the ground; 
greeness, a measured value for the vegetation; wetness, 
a measured value for interactions of soil and canopy 
moisture (Wang 2018). After this analysis shoreline was 
extracted (Figure 1). 
 

 
Figure 1. Shoreline extraction results for 2016 to 2021 
 
2.1. Study area  
 

The study area is located coastal zone  from the Cape 
Bandovan to Astarachay river  of the Azerbaijan water 
area of the Caspian Sea. The coastline is approximately 
300 km.  
 
2.2. Data 
 

The Sentinel-2A product has radiometric and 
geometric corrections. An atmospheric correction 
operation was performed by applying a Sen2Cor 

processor to the satellite image in the SNAP software 
package provided by ESA (European Space Agency). 
Satellite imagery was analyzed on two different dates 
(19/08/2016 and 20/05/2021). 

Optical and synthetic aperture radar (SAR) satellites 
to extract and mapping the shoreline automatically or 
semi-automatically (DI 2003). Several methods have 
been proposed to accurately locate the positionof the 
shoreline and are based on the use of supervised and 
unsupervised classification or thresholding techniques 
(Garcia-Rubio, Huntley and Russell 2015, GENS 2010, 
Tingting  and Hanqiu  2019). Regardless of the method 
the classification of the pixels in water or land will 
depend, among other factors, on the resolution of the 
input data used. 

In the study, various semi-automated methods such 
as Tasseled Cap (Brightness, Greenneess, Wetness) and 
DSAS (Digital Shoreline Analysis System) were used to 
identify and dynamic the coastal zone and coastline, the 
areas of impact and quantitative indicators of 
geomorphological processes were determined. For this 
study, used high-resolution Sentinel 2 satellite images  
for 2016–2021. 
 
3. Results 
 

The shoreline is constantly influenced by sea level 
variations, climate and ecosystems that occur over a 
wide range of time-scales. The combination of natural 
and manmade activities often exacerbates the shoreline 
change and increases the risk factors to coastal 
community. According to the results, in period form, 
2016 to 2021 the rates of shoreline position changes 
indicate that all transects are accretional and less 
erosion was observed. 

Study area shoreline is changing over time because 
of accretion and erosion process. However, the whole 
area of the coastline is almost gone through the 
accretion process whereas the erosion also occurred but 
not like the accretion through the entire period. From 
2016-2021 most of the accretion took place having 
8052 ha of the net gain of the area although in this 
period coastline has lost about 71.47 ha of the land. 
Kura island gain of the area 623.66 ha lost of 220 ha.  

The assessment of the coastline variation was 
accomplished in present research work for the from the 
Bandovan to river of Astarachay coastline integrating 
GIS. Total 2 years (2016 to 2021) data was evaluated 
coastline, using the DSAS application and satellite data. 
For the automatic extraction of the study area, TCT and 
NDVI is proposed in this research work. This metod 
outperforms by providing accurate and finer edges of 
the coastline. The coastline change rates were measured 
based on EPR and NSM statistical techniques to evaluate 
the short term trends. The results obtained indicate that 
there is a change in shoreline from 2016-2021 it shows 
an mean accretion of 230 m. mean of erosion 23,14 m. 
 
4. Discussion 
 

In Caspian Sea, the minimum sea level for the past 
years was registered in 1977 by a ground station at -29 
m. Since 1978, the sea level has risen, and in 1995 it was 
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registered at -26.66 m and whereupon the sea level was 
almost stable with slight decrease. In 2016-2020, a 0.2-
meter descent was observed in the Caspian Sea (Figure 
2). 

 
Figure 2. Sea level changes in the Caspian Sea (1837-
2019) 
 

The Digital Shoreline Analysis System (DSAS) is a 
GIS-based system established by the USGS. DSAS5.0 has 
six statistical methods to measure variations. In this 
study, Net Shore Movement (NSM), End Point Rate 
(EPR) approaches were used. NSM measuring net 
shoreline change according to distance rather than 
mean value. NSM relates to date and only two shorelines 
requires, i.e. total distance among the earliest and the 
latest of coastline in each transect. The End Point Rate 
(EPR) was selected as the statistical parameter 
describing the spatial patterns of shoreline change 
(Scott, Moore, Harris and Reed 2003). EPR measures 
shoreline change by dividing the distance of the 
coastline among its initial and the most current position 
of coastline. Where, the  EPR and NSM positive and 
negative value shows seaward and landward movement 
of the coastline respectively (Figure 3; 4). Baseline, 
historical seashores and coastlines uncertainty are input 
data delivered in the model for during simulation phase. 
The spaces among transects alongside the baseline and 
transects length were demarcated based on the 
coastline pattern. DSAS creates transects that are cast 
perpendicular to the baseline at a user definite spacing 
along the coast. The transect coastline intersections 
along this baseline are then used to compute the rate of 
change statistics. Based on the logical conditions in 
DSAS, 2446 transects has been created that are oriented 
perpendicular to the baseline at each 500 m spacing 
along from Cape Bandovan to Astarachay river. 

Four scenes of Sentinel 2 sensors, covering the 
periodsentinel between 2016  and 2021, were used to 
demarcate shoreline positions and estimate shoreline 
change rates from the Bandovan to Astarachay river of 
Azerbaijan. The method relies on image processing 
techniques using the IDRISI software, and the Digital 
Shoreline Analysis System for ArcGIS software, which 
provides a set of tools permitting transects-based 
calculation of shoreline displacement. First, the Sentinel 
images were radiometrically and geometrically 
corrected. Second, band ratioing, reclassification, raster 
to vector conversion, and smoothing techniques are 
applied successively to detect and extract the multi-
temporal shoreline data. Third, these data are overlaid 
and the changes are calculated using the end points and 
net shoreline movement and end point rate methods. 
The results indicate significant shoreline changes 

ranging from 1559.6 to −41.7 m/year, while some parts 
remained unchanged. 

 
 

 

 

 

 

Accretion Baseline 

Erosion 2016 

Stable 2021 

Figure 3. Areas where the coastline is subject to 
maximum erosion (1) and accretion (2) and result of 
Kura language island (3). 
 

 

 
 
Figure 4. Rate of shoreline change a (NSM in m), b)(EPR 
in m/yr) for the year 2016 to 2021. 
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5. Conclusion 
 

The presented results are clearly indicative of a 
coastline shift. This was particularly noticeable between 
2016 and 2021 when the shoreline moved on average 
197.12 m towards the Caspian sea. As the coastline 
moves away from the land, a continuous increase in the 
beach surface in from the Bandovan to river of 
Astarachay was observed. Based on conducted analyses, 
the sandy area increased by 7980.53 ha. The area of the 
Kura language island has expanded by 403.66 hectares 
(Figure 5). 
 

 
Figure 5. Fragments showing land gain and loss 
 

References 
 

Boak, E. H. & Turner, I. L. (2005). Shoreline definition 
and detection: A review. Journal of Coastal Resarch, 
21(4); 688–703. West Palm Beach (Florida), ISSN 
0749-0208. 

DI, K. (2003). Automatic shoreline extraction from 
highresolution IKONOS satellite imagery. In: 
Proceedings of ASPRS 2003 Annual Conference. [S.l.: 
s.n.]; 5–9. 

Drusch, M., Del Bello, U., Carlie, S., Colin, O., Fernandez, 
V., Gascon, F., Hoersch, B., Isola, C., Laberinti, P. & 
Martimort, P. (2012). Sentinel-2: ESA’s Optical High-
Resolution Mission for GMES Operational Services. 
Remote Sens. Environ. 120; 25–36. 

Garcia-Rubio, G., Huntley, D. & Russell, P. (2015). 
Evaluating shoreline identification using optical 
satellite images. Marine Geology, v. 359; 96–105. 

GENS, R. (2010). Remote sensing of coastlines: 
detection, extraction and monitoring. International 
Journal of Remote Sensing, v. 31, n. 7; 1819–1836. 

Pardo-Pascual, J. E. (2012). Automatic extraction of 
shorelines from Landsat TM and ETM+ multi-
temporal images with subpixel precision. Remote 
Sensing of Environment, v. 123; 1–11, 

Safyanov, G. A. (1996). Geomorphology of seashores. 
Moscow 400. 

Scott, J. W., Moore, L., Harris W. M. & Reed, M. D. (2003). 
Using the Landsat Enhanced Themathic Mapper 
Tasseled Cap Transformation to Extract Shoreline 
(US: Geological Survey Open File Report OF) 03-272. 

Thieler, E. R., Himmelstoss, E. A., Zichichi, J. L. & Ergul, A. 
(2009). The digital shoreline analysis system (DSAS) 
version 4.0 an ArcGIS extension for calculating 
shoreline change,’’ U.S. Geol. Surv., Reston, VA, USA, 
Tech. Rep. 

Tingting, S. & Hanqiu, X. (2019). Derivation of Tasseled 
Cap Transformation Coefficients for Sentinel-2 MSI 
At-Sensor Reflectance Data IEEE Journal of Selected 
Topics in Applied Earth Observations and Remote 
Sensing ( Volume: 12), 4038 – 4048. 

Wang, X. (2018). Fine spatial resolution coastline 
extraction from Landsat-8 OLI imagery by 
integrating downscaling and pansharpening 
approaches. Remote Sensing Letters, v. 9, n. 4;314–
323. 

Yamamoto, K. H., & Finn, M. P. (2012). Approximating 
tasselled cap values to evaluate brightness, 
greenness, and wetness for the Advanced Land 
Imager (ALI): U.S. Geological Survey Scientific 
Investigations Report 5057, 9. 

 
 

https://ieeexplore.ieee.org/author/37087105094
https://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=4609443
https://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=4609443
https://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=4609443


* Corresponding Author Cite this study 

*(yaban20@itu.edu.tr) ORCID ID 0000-0002-5648-8506 
 (alganci@itu.edu.tr) ORCID ID 0000-0002-5693-3614 
 (sertele@itu.edu.tr) ORCID ID 0000-0003-4854-494X 
 

 

Yaban, B., Alganci, U., & Sertel, E. (2022). Aircraft detection in very high-resolution 
satellite images using YOLO-based deep learning methods. 4th Intercontinental 
Geoinformation Days (IGD), 270-273, Tabriz, Iran 
 

 

4th Intercontinental Geoinformation Days (IGD) – 20-21 June 2022 – Tabriz, Iran 
 

 

 

 

4th Intercontinental Geoinformation Days  

 

igd.mersin.edu.tr 

 
 
 

Aircraft detection in very high-resolution satellite images using YOLO-based deep learning 
methods 
 

Berkay Yaban1 , Ugur Alganci *2 , Elif Sertel 2  

 
1 Istanbul Technical University, Graduate School, İstanbul, Türkiye 

2 Istanbul Technical University, Civil Engineering Faculty, Geomatics Engineering Department, İstanbul, Türkiye 

 
 
 

Keywords  Abstract 
Remote sensing 
Deep Learning 
Convolutional Neural Network 

 

 With the recent developments in remote sensing technology, satellite images with high 
spatial and temporal resolution have been becoming widely available. Very high resolution 
(VHR) satellite images are very appropriate data sources for geospatial object detection 
using deep learning algorithms. Airplane detection from satellite images is one of the 
significant application areas to support airspace inspection, airline traffic control, and 
defense applications. In this study, we compared various variants of YOLOv5 (You Only Look 
Once) models and the Scaled-YOLOv4 model for aircraft detection from satellite images. We 
implemented different hyperparameters, optimization algorithms, and data augmentation 
methods. Finally, based on the results of numerous experiments, we evaluated the 
advantages and disadvantages of both methods. Our analysis illustrated that the best 
mAP@0.50:0.95 value of 0.865 belongs to the YOLOv5x model with 16 batch sizes. Whereas, 
in terms of computational efficiency, the Scaled-YOLOv4 model has the shortest duration in 
the training. 

 
 
 

1. Introduction  
 

Aircraft detection from satellite images is an 
important topic since obtained information is used for 
traffic control, airport activity monitoring, 
environmental impact assessments, and defense 
applications. Satellite systems with their capabilities of 
covering large areas, including high spatial details, fast 
data collection, and processing times are important 
sources of information for the geospatial object detection 
such as planes, ships, storage areas, and buildings 
(Alganci et al., 2020; Bakirman et al., 2022; Cheng and 
Han, 2016; Psiroukis et al. 2021). 

Manual digitization of geospatial objects from 
satellite images is highly dependent on the experience of 
the operator and it is time-consuming. Therefore, it is 
essential to develop accurate automatic approaches for 
geospatial object detection. Deep learning-based 
approaches have become widespread in 2012 and later, 
especially after the successful conclusion of the ImageNet 
competition.  

Different disciplines and applications have benefited 
from DL methods. In the Remote Sensing (RS) domain, DL 
methods are also used for the detection of different 
geospatial objects, land cover/use segmentation, and 

pan-sharpening. For the object detection tasks, You Only 
Look Once (YOLO) models are common since accurate 
and fast results could be obtained using YOLO models 
(Redmon et al., 2016; Li et al., 2017; Krizhevsky et al., 
2012; Wang et al., 2021). 

In recent years, with the developments in graphics 
cards and the production of GPU-based solutions, deep 
learning-based methods have become more common. In 
addition, the Google Colab platform has made a 
significant contribution to deep learning studies with its 
cloud-based computing environment and efficiency to 
implement different DL frameworks and libraries. 

In this study, we aimed to automatically detect 
airplanes from very high-resolution satellite images 
using the High Resolution Planes (HRPlanes) data set and 
a new test data set generated from satellite images of 
different airports and air bases obtained from the Google 
Earth platform.  

We implemented different experimental designs for 
YOLOv5 variations and Scaled-YOLOV4 models, and 
these compared two YOLO models. For experimental 
designs, we tried various hyperparameter values, 
optimization functions, and data augmentation methods. 
We compared the results of our experiments based on 
Mean Average Precision (mAP) values. 
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2. Method 
 
2.1. Data and Environment 
 

We used the HRPlanes dataset that includes high-
resolution satellite images from various airports across 
the world (Bakirman & Sertel, 2022). The sizes of the 
images are 4800 x 2703 pixels. HRPlanes dataset was 
divided into 1686 training and 404 validation images. In 
addition to this dataset, we also collected 100 images 
from Google Earth and used them as the independent test 
set. 

We implemented our experiments in the Google Colab 
Pro development platform, in which we could able to use 
an Nvidia P100 graphics card. We used YOLOv5x and 
YOLOv5l variants of YOLO5 and the Scaled- YOLOv4 
models (Mahendrakar et al., 2021; Wang et al., 2021). 
 

2.2. Data Augmentation 
 

We used Hue, Saturation, Value (HSV), and mosaic 
data augmentation methods to synthetically increase the 
dataset. HSV specifies colors based on hue, saturation, 
and brightness values rather than Red, Green, and Blue 
(RGB) values. HSV provides better results for the object 
with a specific color. The mosaic method, on the other 
hand, combines 4 training images into one image with 
certain ratios. Thus, the trained model can learn the 
identification of objects at a smaller scale than normal 
(Hao & Zhili, 2020). 
 

2.3. YOLOv5 Algorithm 
 

In region-based algorithms, possible positions of 
individual objects are fed into the network. For this 
reason, the processing load increases, and it takes a long 
time to get results from the model. The most important 
feature of the YOLO algorithm is that it works fast 
because it passes through the neural network at once by 
dividing the image into grids (Jocher et al., 2022). The 
purpose of griding is to detect the object and enclose it in 
a bounding box. If both grids detect an object, it uses a 
non-maximum suppression method to eliminate clutter. 
With this method, the bounding box with the smaller 
probability value is removed (Krizhevsky et al., 2012) 

The difference between YOLOv5 from older YOLO 
algorithms is that it uses the Pytorch framework (Jocher 
et al., 2022). In architecture, the backbone is the feature 
extraction layer. An interlayer called BottleNeck is used 

to obtain more information while estimating objects 
(Figure 1). 
 

 
Figure 1. YOLOv5 Architecture [2] 
 
2.4. Scaled-YOLOv4 Algorithm 
 

Scaled-YOLOv4, which is a different version of 
YOLOv4, aims to improve the training time by scaling the 
model. To ensure this, both the depth, width, and 
resolution values of the model and the structure of the 
network are scaled using the Cross Stage Partial (CSP) 
pproach (Mahendrakar et al., 2021).  CSP divides the 
input into two different paths and convolutions to one 
path (Jocher et al., 2022; Wang et al., 2020). In the output 
part; combining these two paths provides the result. 
 
2.5. Experiment Design 
 

In this study, we conducted and evaluated 11 
experiments with different settings including various 
model, network, optimizer batch size, and data 
augmentation combinations. Yolov5 and Scaled-Yolov4 
tests were performed using the Pytorch library. 1686 
training images and 404 validation images were used in 
each test. The network sizes were 640x640, 960x960, 
and 1280x1280 in YOLOv5 tests and 416x416 in Scaled-
YOLOv4 tests. In order to make comparisons between the 
tests, the iteration number was kept constant at 100, but 
different hyperparameters and augmentations were 
used. While 16 and 8 values are used as batch size, 
mosaic and HSV (hue, saturation, value) are used as data 
augmentation. These configurations are summarized in 
Table 1. 
 

 

Table 1. Experimental setup 
No Model Network Optimizer Batch Size Augmentation 

Exp-1 YOLOv5m 1280x1280 SGD 8 Image HSV-Saturation(0,7)- Hue(0,015)-Value(0,4) 

Exp-2 YOLOv5m 1280x1280 Adam 8 Image HSV-Saturation(0,7)- Hue(0,015)-Value(0,4) 

Exp-3 YOLOv5x 960x960 SGD 16 Image HSV-Saturation(0,7)- Hue(0,015)-Value(0,4)-Mosaic 

Exp-4 YOLOv5x 640x640 SGD 16 Image HSV-Saturation(0,7)-Hue (0,015)-Value(0,4) 

Exp-5 YOLOv5l 960x960 SGD 8 - 

Exp-6 YOLOv5l 640x640 Adam 8 Mosaic 

Exp-7 YOLOv5l 640x640 SGD 16 Image HSV-Saturation(0,7)-Hue(0,015)-Value(0,4) 

Exp-8 YOLOv5l 960x960 SGD 8 Image HSV-Saturation(0,7)-Hue(0,015)-Value(0,4)-Mosaic 

Exp-9 Scaled-YOLOv4 416x416 SGD 8 Image HSV-Saturation(0,7)-Hue(0,015)-Value(0,4) 

Exp-10 Scaled-YOLOv4 416x416 SGD 16 Image HSV-Saturation(0,7)-Hue(0,015)-Value(0,4), Mosaic 

Exp-11 Scaled-YOLOv4 416x416 SGD 16 - 
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2.6. Evaluation Metrics 
 

The results of different experiments were evaluated 
with mean average precision(mAP) Precision alues at 
Union (IoU) threshold value of 0.50 (mAP@0.50), and 
avarege of AP values from IoU of 0.5 to 0.95 
(mAP@0.50:0.95), Precision and Recall metrics 
(Henderson and Ferrari, 2016). 
 
3. Results and Discussion 
 

Our results showed that among the YOLOv5 models, 
the X and M models achieved higher mAP values. 
Through them, the YOLOv5x with 960x960 network size 
(Exp-3) yielded the best outcome (Table 2). In addition, 
this implementation provided higher mAP values in 
initial steps, which pointed out a faster learning 
capability with less iterations.  

However, increasing the network size in the L model 
(Exp –8) resulted in a mAP value that was comparable to 
the YOLOv5x (960) model, which, while halving the 
training time. 

When the optimization functions are compared, 
models trained with Adam produced lower mAP values 
than the models trained with Stochastic Gradient 
Descent (SGD). It also took longer in terms of training 

time. Thus, we recommend use of SGD in similar 
experiments.  

Increments in the batch size improved the detection 
accuracy, however it requires more computational 
power, which resulted in increased computation time in 
our experiment setup. 

When the detection results are evaluated visually, it 
can be commented that, both models provided 
satisfactory detections, even with challenging 
background and atmospheric conditions. More over both 
models are able to detect airplanes with different sizes 
(Figure 3).  
 

 
Figure 2. mAP graphic for YOLOv5 implementations. 
 

 

Table 2. Evaluation metric results 

No Precision Recall mAP@0.50 mAP@0.50:0.95 Time 

Exp-1 0.979 0.976 0.987 0.863 5h 9min 10sec 

Exp-2 0.988 0.977 0.993 0.860 9h 12min 5 sec 

Exp-3 0.994 0.978 0.994 0.865 16h 4min 23sec 

Exp-4 0.993 0.979 0.994 0.799 12h 14min 42sec 

Exp-5 0.941 0.968 0.979 0.857 8h 6min 34sec 

Exp-6 0.978 0.968 0.982 0.789 7h 59min 12sec 

Exp-7 0.980 0.977 0.983 0.805 5h 6min 12sec 

Exp-8 0.990 0.983 0.992 0.864 8h 2min 17sec 

Exp-9 0.843 0.973 0.972 0.754 1h 9min 19sec 

Exp-10 0.879 0.976 0.98 0.796 1h 39min 10sec 

Exp-11 0.877 0.975 0.979 0.782 1h 49min 41sec 

 

 
(a) (b) 

Figure 3. Detection previews from a) Scaled-YOLOv4 and b) YOLOv5 Architecture  
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4. Conclusion  
 

Within the scope of this study, YOLOv5 and Scaled-
YOLOv4 deep learning models were evaluated with a 
total of 11 tests with different hyperparameters, 
augmentations and network sizes. In this context, 
YOLOv5 models produced the highest mAP values.  

In particular, increasing the number of batches (batch 
size) provided an increase of 0.042 at the value of 
mAP@0.50:0.95 for the same model. In addition, 
increasing the network size provided an increase the 
value of mAP@0.50:0.95 for the all models. Preferring 
smaller scale models of YOLOv5 and using more 
powerful graphics cards can enable model training with 
higher number of batch sizes, thus may result in higher 
success rates indirectly.  

In addition, for systems that do not need very high 
accuracy, the Scaled-YOLOv4 model can be used to save 
time. It completed the model training about 4 to 6 times 
faster than the YOLOv5 models. 

 
 
References  

 
Alganci, U., Soydas, M., & Sertel, E. (2020). Comparative 

research on deep learning approaches for airplane 
detection from very high-resolution satellite images. 
Remote Sensing, 12(3), 458. 

Bakirman, T, and Sertel. E. (2022). HRPlanes: High 
Resolution Airplane Dataset for Deep Learning. arXiv 
preprint arXiv:2204.10959. 

Bakirman, T., Komurcu, I. & Sertel, E. (2022).  
Comparative analysis of deep learning-based building 
extraction methods with the new VHR Istanbul 
dataset, Experts Systems with Applications, 202, 
117346. 

Cheng, G., & Han, J. (2016). A survey on object detection 
in optical remote sensing images. ISPRS Journal of 
Photogrammetry and Remote Sensing, 117, 11-28.  

Hao, W., & Zhili, S. (2020, November). Improved Mosaic: 
Algorithms for more Complex Images. In Journal of 
Physics: Conference Series (Vol. 1684, No. 1, p. 
012094). IOP Publishing. 

Henderson, P., & Ferrari, V. (2016, November). End-to-
end training of object class detectors for mean 
average precision. In Asian conference on computer 
vision (pp. 198-213). Springer, Cham. 

Jocher, G., Stoken, A., Borovec, J., NanoCode012, 
ChristopherSTAN, Changyu, L., Laughing, tkianai, 
yxNONG, Hogan, A., lorenzomammana, 
AlexWang1900, et al (2021). “ultralytics/yolov5: v4.0 
- nn.SiLU() activations, Weights & Biases logging, 
PyTorch Hub integration,” Jan. 2021. [Online]. 
Available: https://doi.org/10.5281/zenodo.4418161 

Krizhevsky, A., Sutskever, I., & Hinton, G. E. (2012). 
Imagenet classification with deep convolutional 
neural networks. Advances in neural information 
processing systems, 25. 

Li, X., Wang, S., Jiang, B., & Chan, X. (2017, December). 
Airplane detection using convolutional neural 
networks in a coarse-to-fine manner. In 2017 IEEE 
2nd Information Technology, Networking, Electronic 
and Automation Control Conference (ITNEC) (pp. 
235-239). IEEE. 

Mahendrakar, T., White, R. T., Wilde, M., Kish, B., & Silver, 
I. (2021). Realtime Satellite Component Recognition 
with yolov5. In Small Satellite Conference. 

Psiroukis, V., Malounas, I., Mylonas, N., Grivakis, K. E., 
Fountas, S., & Hadjigeorgiou, I. (2021). Monitoring of 
free-range rabbits using aerial thermal imaging. 
Smart Agricultural Technology, 1, 100002. 

Redmon, J., Divvala, S., Girshick, R., & Farhadi, A. (2016). 
You only look once: Unified, real-time object 
detection. In Proceedings of the IEEE conference on 
computer vision and pattern recognition (pp. 779-
788). 

Wang, C. Y., Bochkovskiy, A., & Liao, H. Y. M. (2021). 
Scaled-yolov4: Scaling cross stage partial network. In 
Proceedings of the IEEE/cvf conference on computer 
vision and pattern recognition (pp. 13029-13038). 

Wang, C. Y., Liao, H. Y. M., Wu, Y. H., Chen, P. Y., Hsieh, J. 
W., & Yeh, I. H. (2020). CSPNet: A new backbone that 
can enhance learning capability of CNN. In 
Proceedings of the IEEE/CVF conference on computer 
vision and pattern recognition workshops (pp. 390-
391). 

 

 
 

mailto:mAP@0.50:0.95


* Corresponding Author Cite this study 

*(mehrandadashzadeh@tabrizu.ac.ir) ORCID ID 0000– 0001– 9521– 7330 
  (farhadjedari@yahoo.com) ORCID ID 0000– 0003– 2762– 3577 
  
 

 

Dadashzadeh, M., & Zarezadeh, F. J. (2022). A review of the various advances in smart 
cities: Application of artificial intelligence and machine learning. 4th Intercontinental 
Geoinformation Days (IGD), 274-277, Tabriz, Iran 
 
 

 

4th Intercontinental Geoinformation Days (IGD) – 20-21 June 2022 – Tabriz, Iran 
 

 

 

 

4th Intercontinental Geoinformation Days  

 

igd.mersin.edu.tr 

 
 
 

A review of the various advances in smart cities: Application of artificial intelligence and 
machine learning 
 

Mehran Dadashzadeh*1 , Farhad Jedari Zarezadeh 2  

 
1University of Tabriz, Faculty of Civil Engineering, Department of Water Resources Engineering, Tabriz, Iran 
2University of Tabriz, Faculty of Civil Engineering, Department of Structural Engineering, Tabriz, Iran  
 
 
 
 

Keywords  Abstract 
Smart city 
Artificial intelligence 
Machine Learning 
Urban planning 
Urban development policies 

 

 Artificial intelligence has played an effective role in human societies and started new concepts 
in community life. Meanwhile, smart cities are the new issue introduced lately. Smart cities 
with the aim of providing new standards of urbanization, optimal energy consumption, 
environment, and ameliorating the economy are propounded. The ideals of smart cities are 
divided into subcategories that can handle by artificial intelligence. The primary objective of 
this review is to explore the role of artificial intelligence and machine learning in the evolution 
of smart cities. In this survey, we present some details of the applications of machine learning 
techniques in energy grids, public lighting, natural resources, water management, 
environment, waste management, healthcare, public security, transport, mobility, and 
logistics. The result of the present study demonstrated that operating artificial intelligence 
methods in the field of metropolis control is very prosperous. 

 
 
 
 

1. Introduction  
 

The intelligence of a city is largely based on the ways 
it manages its urban resources (Fokaides et al. 2018). 
This fact, recently, led to the concept of “Smart Cities” in 
the scientific forums. The Smart City prospect 
preliminarily denoted initiatives that utilize digital and 
ICT-based inventions to ameliorate the expeditiousness 
of urban services and generate new economic 
opportunities in cities (Kamal-Chaoui. 2020). But 
recently Smart Cities have been defined as initiatives or 
approaches that effectively leverage digitalization to 
boost citizen well-being and deliver more efficient, 
sustainable, and inclusive urban services and 
environments as part of a collaborative. Significantly, 
“machine learning” is insinuated as efficient equipment 
to materialize targets of smart cities (Sohail Ibrahim et al. 
2020). 

The core of a smart city consists of the creation and 
use of data to generate new services and support 
decision-making. Data is one of the three major pillars of 
the Smart Cities, along with technology and people (al-
kamoosi and Al-Ani. 2019). In the presence of big and 
complex data, it’s difficult to precisely decide the most 
accurate and efficient actions. The best possible analysis 

of the big data can be carried out using machine learning 
to reach an optimal decision (Liu et al. 2019). The 
machine learning ecosystem is both extensive and 
complex, with many possible ways to subdivide or 
classify its members (Paeglis et al. 2018). 

This study focuses on clarifying the application of 
machine learning in smart cities by considering its 
characteristic features and application areas. Possible 
areas of smart cities are suggested to illustrate the 
application of innovative machine learning patterns in 
the empirical research presented in this study. 
 

2. Machine Learning strategies 
 

 

There are two approaches of machine learning 
algorithms to apply an informative classification (LeCun 
et al. 2015). One frequently used classification scheme 
outlines two broad groups of machine learning 
algorithms: supervised learning, where the model is 
presented with both a set of labeled example inputs and 
desired outputs (called the training dataset), with the 
goal to learn a mapping from inputs to outputs. The 
second informative approach to classifying machine 
learning algorithms is based on the desired type of 
output of the given model. Due to the wide range of 
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domains of a smart city, clustering is notable due to its 
broad and general applicability and can be employed to 
carry out cluster analysis on methods and algorithms. 

 
3.  Application of Machine Learning in Smart Cities 

 
The various advances to the definition of smart cities 

are mainly related to two different factors, I) The way 
cities can steer themselves to achieve the goal of 
optimization, and II) The domains that are more critical 
for a cleverer usage of urban resources (Neirotti et al. 
2014). The domains in which urban development 
policies are applicable can be classified as ‘‘hard’’ or 
‘‘soft’’. 

Hard domains refer to energy grids, natural 
resources, energy and water management, waste 
management, environment, transport, mobility, and 
logistics, and by contrast, soft domains include areas 
such as education, culture, policies that burnish 
competitiveness, inventions, and social adjuncts, as well 
as communication between local public bureaucracies 
and the citizens (Neirotti et al. 2014). 

In proportion to hard domains, soft domains cannot 
be examined by Machine Learning due to the fact that 
they are investigated based on urban planning and 
people's behavioral habits (Wataya and shaw. 2019). As 
a result, the hard domains are discussed in this review. 

 
3.1. Energy grids 

 
The machine learning applications in the smart 

energy grid include predictions of loads and price, 
cascading failure prediction, power generation and 
control, fault detection and diagnosis, and detection of 
cyberspace attacks among others (Sohail Ibrahim et al. 
2020). The spectrum of machine learning applications in 
the smart grid is spanning from the general 
comprehensive perception of the underlying systems, to 
intelligent and adaptive decision-making and finally 
towards the real-time or near real-time operations in the 
context of smart grids. 

To be detailed on this issue, energy consumption in 
public buildings does not fulfill the assumptions of 
linearity; The machine learning methods have been 
selected to be used due to their nonlinearity and ability 
to learn from historical data (recorded similar 
situations). Three machine learning methods have been 
used for creating predictive models of energy 
consumption and efficiency of public buildings: artificial 
neural networks (ANNs) and recursive partitioning 
methods such as CART decision trees, and random 
forests (Zekić-Sušaca et al. 2021). 

 
3.2. Public lighting, natural resources, and water 

management 
 
There are many challenges facing traditional public-

lighting management systems, such as the number of 
damaged lamps that need replacement each year, the 
impact of extending the system by adding lamps, and 
lamp type on the failure rate. Generally, challenges are 
considered in the two sections: I) Challenges facing 

lighting contractors and II) Challenges facing lighting 
managers (Mirzaei et al. 2020). 

Due to mentioned challenges, the machine learning 
approach is advocated. ANN is a significant utilization of 
machine learning. According to this issue, some of the 
situations that arise with respect to street lighting 
include any overload in the electricity passing through 
the luminaries, which has to be adjusted; dimming or 
switching off street lights in the presence of natural light, 
and reducing light intensity based on the amount of 
illumination provided by natural light (Mohandas et al. 
2019). The commodity of utilizing ANN is that once an 
associated situation recurs, the solutions are generalized 
from past data and applied instantly. Thus, ANN learns 
from a set of examples to manage associated situations as 
they occur subsequently. 

In the case of natural resources and water 
management, Machine learning methods, particularly 
ANNs, have been commonly and successfully used in 
water systems management (Imani et al. 2021). On the 
other hand, resilience is an increasing idea that validated 
to be a conductive approach in preparing engineering 
systems to engage with emerging challenges. 
Researchers believe that the integration of machine 
learning techniques to predict water quality resilience 
can provide an opportunity for more effective adoption 
of resilience to tackle the emerging challenges. One 
potential improvement on the horizon will be using more 
conducive machine learning methods such as deep 
learning or deep reinforcement learning. 

 
3.3. Waste management 

 
Waste management is an essential activity and 

operation from the start to waste clearance. This involves 
trash collection, transportation, processing and disposal, 
monitoring, controlling, and separating waste 
management (Kepa et al. 2020).  Artificial intelligence for 
smart cities plays a prominent role in taking solid waste 
collection seriously since it is remarkable for the 
environment and influences society (Chen. 2022).  

Also, machine learning plays a crucial role in 
automated sorting techniques leading to greater 
precision and better waste separation quality (Ismaila et 
al. 2022). In addition to navigational and tracking 
capacity storage waste processing analysis and 
optimization of the required information would, in the 
end, enhance the entire waste management efficiency by 
improving the waste collection by advancing the 
program. 

 
3.4. Environment 

 
In the field of Environment, countries, and societies 

are paying frequent attention to the construction of 
ecological civilization and environmental protection 
(D’Amico et al. 2021). This has also been reflected to a 
certain extent in urban space planning. It can be seen that 
in the process of urban construction and development, 
urban space planning has more emphasis on ecological 
civilization and the ecological environment (Chen. 2021). 
Putting protection into important links and main content, 
it is obvious  that the proportion of ecological strategies 
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in urban spatial planning is increasing, and it is showing 
an upward trend year by year. 

With recent advances in environmental monitoring 
technologies, huge volumes of complex environmental 
data are being generated continuously. Because this data 
is dynamic, heterogeneous, multidimensional, multi-
source, and extensive, it must be organized, integrated, 
and visualized to be informative for environmental 
monitoring and decision-making programs (He et al. 
2010). Data mining and machine learning methods 
categorize this huge amount of data and provide the best 
output by examining the favorable conditions for the 
environment. 

 
3.5. Transport, mobility, and logistics 

 
Connected and Autonomous Vehicles, Unmanned 

Aerial Vehicles and Personal Aerial Vehicles, Mobility-as-
a-Service, Internet of Things, and Physical Internet, 
approved set of definitions that critically underpins the 
nexus of Artificial Intelligence, transport, and the smart 
city (Wortmann and Fluchter 2015; Kim et al. 2018).  

Smart Mobility is one of the main concerns in 
modern cities, which focuses on providing sustainable 
transport systems and logistics to allow smooth urban 
traffic and commuting by mainly applying information 
and communication technologies. They also include 
approaches that harness personal information to provide 
useful recommendations for small-scale personal 
management like searching for free parking spaces 
(Baskar et al. 2011). Some conventional control 
approaches such as static feedback control (SFC) and 
traditional Artificial Intelligence techniques based on 
historical data such as case-based reasoning and rule-
based systems were developed to determine control 
actions. However, these approaches had their respective 
drawbacks such as trouble coping with the dynamics of 
the traffic networks and the techniques did not have a 
learning mechanism to deal with unseen situations to 
automatically update their model (Nallaperuma et al. 
2019). The advancement of machine learning has paved 
the way for a generic and flexible way to develop 
intelligent and adaptive traffic control systems.  

 
3.6. Healthcare 

 
The increasing availability of electronic health data 

(EHR) presents a major opportunity in healthcare for 
discovery and practical applications to improve 
healthcare by providing accurate medical diagnosis, 
predicting diseases in the early stages, and disease 
analysis. Many smart devices gather data related to 
human health and there is a growing industry of such 
devices. The authenticity of information is very 
significant in predictive models, unfortunately, this 
information is not structured and cannot use in the 
mentioned models. Artificial Intelligence networks are 
known for their ability to handle large volumes of 
relatively messy data, including errors in labels and large 
numbers of input variables (Bhardwaj et al. 2017). 
Operators do not have to specify which variables need to 
be considered for prediction and in what combinations; 
instead, neural networks can learn representations of the 

key factors and interactions from the data itself. Due to 
these advantages, the use of machine learning in the 
realm of healthcare has become prevalent. The EHR data 
collected can be mined for several possible applications. 
The entire contents of the EHR like medications, 
admission details, vital signs, etc. can be analyzed using 
machine learning algorithms to estimate the probability 
of a patient reacting adversely to antibiotics or to 
accurately measure the patient’s risk of contracting 
common hospital spread diseases such as Clostridium 
difficile infection (Weins et al. 2014). 

 
3.7. Public security 

 
The smart city safeguards possible risks for 

residents, organizations, and other institutions. 
Protection measures enforcement is a significant factor 
to monitor city agencies and taking accountable 
operations in the emergency incidents (Ahmed et al. 
2021). In this field, the relevant needs of public security 
and police affairs are met by the public security 
information analysis and mining system as an auxiliary 
analysis instrument. The effectual institution of this 
system means that the investigative opinion of case-
handling personnel is expensive, and the case can be 
encountered with higher efficiency than the manual 
system. It can extend applicable decision-making and a 
basis for police work, which has very essential practical 
urgency (Li and Cui. 2021, Yu et al. 2021). Through the 
related academic research on machine learning, the 
police department’s ability to enforce the law and combat 
terrorism will be greatly improved. Based on the specific 
characteristics of crime and associated security tools, 
data mining technologies primarily include the following: 
information sharing and collaboration, intelligent text 
mining, security association mining, classification and 
clustering, and spatial and temporal crime pattern 
mining. Despite the use of traditional methods, simple 
methods like machine learning and data mining and their 
impact on the proposed system will be of great 
importance. 

 
4. Conclusion  

 
A detailed evaluation is contemplated as a 

preparatory contribution to conceive empirical research 
in order to obtain a better comprehension of the current 
development of Smart Cities. Based on this issue, eleven 
main approaches to Smart Cities deployment are 
classified, energy grids, public lighting, natural resources, 
water management, environment, waste management, 
healthcare, public security, transport, mobility, and 
logistics.  

In this study, the common point of mentioned 
approaches is the application of machine learning to 
obtain the targets of each field. Machine Learning 
strategies are used to expose a beneficial and standard 
alternative instead of traditional methods. The result of 
this study revealed that operating artificial intelligence 
methods in the field of metropolis control is very 
booming. Additionally, machine learning was found as a 
global algorithm to generate targets for smart cities, and 
machine learning behavioral filters in the various 
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domains mentioned are defined based on the tendencies 
and evolutionary patterns of each smart city, which 
largely depend on local context factors. 
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 In terms of population growth and increasing greenhouse gas emissions, urban energy 
planning has become a concern. And with the high speed of urban construction, it is claimed 
that 40% of the total energy consumption is allocated to the building sector. It is believed that 
energy modeling and simulation are effective in supporting urban energy planning. Today, the 
increasing availability of 3D models of cities has facilitated energy simulation at various scales. 
While the Building Information Model (BIM) allows users to explore a building's energy 
consumption options, GIS-based building models provide the opportunity to simulate city-
wide energy demand. Given that many building energy simulations are based on existing GIS 
using lower-level detail (LOD) models, the aim of this study is to extract accurate geometric 
semantic information. Use BIM models to build GIS models with higher LOD. In order to more 
accurately support the energy simulation of buildings, the meanings of BIM models from 
various sources are consistent with GIS-based building models, and the geometry of BIM 
models is converted to conform to GIS-based building model standards. After conversion, the 
result is used to evaluate the amount of energy lost. And after calculating the energy loss, by 
changing the building elements, the amount of energy loss is optimized as much as possible.    
In this study, according to the location, climate, solar angle and various elements of the 
residential building, after initial calculation and optimization, the desired result was obtained 
up to a maximum of 50% reduction in energy loss. 

 

 
 
 

1. Introduction  
 

Kargar Sharifabadet al. The annual energy 
consumption index of 13 residential complexes with 
different characteristics was evaluated and compared. 
First, the method of calculating the energy intensity 
index was presented. Then the energy intensity index of 
buildings was calculated and buildings with different 
characteristics were compared in terms of energy 
intensity index. Comparison of energy intensity 
indicators shows that the use of new energy materials 
significantly reduces the intensity of energy 
consumption in the building.  

In this article, Rahimi Nejad et al. Providing 
simulation software and calculating the amount of 
energy in office and residential buildings that has been 
implemented by Amirkabir University of Technology at 
the request of the Mahshahr Special Economic Zone 
Organization. The purpose of this software is to calculate 
the amount of building energy consumption based on 

existing standards and optimally so that users and 
building users can be inspired by this software to 
minimize their building energy consumption both in the 
design stage and in the design stage.  

Giorgio Agiaro et al. Provide the Energy Development 
Plan (ADE) modeling method for the CityGML standard. 
The purpose of this ADE extension is to provide a specific, 
standard-based model for solving data connection 
problems in heterogeneous energy applications, as well 
as for creating detailed details. The results show that 
having accurate and integrated knowledge in the three-
dimensional space of the city, i.e., all the features of the 
city, infrastructure, functional features and their 
meaning and their interdependence has an important 
role in advanced energy simulation and analysis. has it. 

Zeya Zhang et al. To calculate urban energy, a new 
method of integrating GIS and BIM was investigated and 
this research was conducted in three different buildings. 
The results of conversion and calculation of heat transfer 
through the overall shape of the building have been 

http://igd.mersin.edu.tr/2020/
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tested at various levels. And the comparison in three 
scenarios shows that by not opening in the calculation of 
energy loss, the increase of attention can be compared 
with the opening scenario. 
 

2. Method 
 

2.1. Study area 
 

The city of Firozabad is from the city of Fars 
province. The center of this city is Firozabad. Its area is 
1489 hectares and its height from the sea level is 1600 
meters. That Panda's main heights that are drawn from 
the northwest to the southeast. The city has a temperate 
climate that Mile is warm. The climat of this region is 
temperate in winter and very hot in summer and the 
annual rainfall is 400 mm. The study area is located the 
following geocoordinate (Fig. 1). The study is done in 
eight stages (Fig. 2). 

 
Figure 1. Geographical extent of the Building study 
 

 
Figure 2. Stages performed in this study 

 

2.2. Collect information building 
 

To collect information for this research, the following 
criteria are considered: which is divided into three parts 
building information  ،climatic and spatial. 
 

 

 

 
Figure 3. Building information 

 
2.3.1. Sol-Air Values 
 

The heat balance at a sunlit surface gives the heat flux 
into the surface q/A as 
 

𝑞/𝐴=𝛼𝐸𝑡+ℎ(𝑡𝑜−𝑡𝑠)−𝜀𝛥𝑅 (1) 
 
α= absorptance of surface for solar radiation 
Et = total solar radiation incident on surface, Btu/h·ft² 
𝑡𝑜 = outdoor air temperature, °F 
𝑡𝑠 = surface temperature, °F 
𝜀 = hemispherical emittance of surface 
𝛥𝑅 = difference between long-wave radiation incident on 
surface from sky and surroundings and radiation emitted 
by blackbody at outdoor air temperature, Btu/h·ft² 

Assuming the rate of heat transfer can be expressed 
in terms of the sol-air temperature 𝑡𝑒 , 
 

𝑞

𝐴
= ℎ𝑜(𝑡𝑒 − 𝑡𝑠) (2) 

 
and from Equations (1) and (2), 
 

𝑡𝑒 = 𝑡𝑜 +
𝛼𝐸𝑡
ℎ𝑜

−
𝜀∆𝑅

ℎ𝑜
 (3) 

 
 
2.3.2. Calculating Conductive Heat Gain 
 

Conduction through exterior walls and roofs is 
calculated using conduction time series (CTS). 

Wall and roof conductive heat input at the exterior is 
defined by the familiar conduction equation as 
 

𝑞𝑖,𝑞−𝑛 = 𝑈𝐴(𝑡𝑒,𝑞−𝑛 − 𝑡𝑟𝑐) (4) 
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𝑞𝑖,𝑞−𝑛 = conductive heatinput for the surface n hours ago, 

Btu/h 
U = overall heat transfer coefficient for the surface, 
Btu/h·ft²·°F 
A = surface area, ft² 
𝑡𝑒,𝑞−𝑛 = sol-air temperature n hours ago, °F 

𝑡𝑟𝑐 = presumed constant room temperature, °F 
 

Conductive heat gain through walls or roofs can be 
calculated using conductive heat inputs for the current 
hours and past 23 h and conduction time series 
 
𝑞𝑞 = 𝐶0𝑞𝑖,𝑞 + 𝐶1𝑞𝑖,𝑞−1 + 𝐶2𝑞𝑖,𝑞−2 + 𝐶3𝑞𝑖,𝑞−3 +⋯+ 𝐶23𝑞𝑖,𝑞−23 (5) 

 
𝑞𝑞 = hourly conductive heat gain for the surface, Btu/h 

 = heat input for the current hour 
𝑞𝑖,𝑞−𝑛 = = heat input n hours ago 

𝐶0, 𝐶1 etc. = conduction time factors 
 
2.3.3. Heat Gain through Interior Surfaces 
 

Whenever a conditioned space is adjacent to a space 
with a different temperature (i.e. in a different zone), 
heat transfer through the separating physical section 
must be considered. 

The heat transfer rate is given by 
 

𝑞 = 𝑈𝐴(𝑡𝑏 − 𝑡𝑖) (6) 
 
q = heat transfer rate, Btu/h 
U = coefficient of overall heat transfer between adjacent 
and conditional space, Btu/h·ft²·°F 
A = area of separating section concerned, ft² 
tb = average air temperature in adjacent space, °F 
ti = air temperature in conditioned space, °F 
 
2.3.4. Fenestration Heat Gain 
 

For windows and skylights, the engine uses the 
following equations to calculate heat gain: 

Direct beam solar heat gain qb: 
 

𝑞𝑏 = 𝐴𝐸𝐷𝑆𝐻𝐺𝐶(𝜃) (7) 
 
Diffuse solar heat gain qd: 
 

𝑞𝑑 = 𝐴(𝐸𝐷 + 𝐸𝑟) < 𝑆𝐻𝐺𝐶 >𝐷 (8) 
 
Conductive heat gain qc 
 

𝑞𝑐 = 𝑈𝐴(𝑇𝑜𝑢𝑡 − 𝑇𝑖𝑛) (9) 
 
Total fenestration heat gain Q: 
 

𝑄 = 𝑞𝑏 + 𝑞𝑑 + 𝑞𝑐  (10) 
 
𝐸𝐷 , 𝐸𝑑  and 𝐸𝑟  = direct, diffuse, and ground-reflected 
irradiance 
𝑆𝐻𝐺𝐶(𝜃) = direct solar heat gaincoefficient as a function 
of incident angle q; may be interpolated between values 
(𝑆𝐻𝐺𝐶) D= diffuse solar heat gain coefficient (also 
referred to as hemispherical SHGC) 

𝑇𝑖𝑛 = inside temperature, °F 
𝑇𝑜𝑢𝑡  = outside temperature, °F 
U = overall U-factor, including frame and mounting 
 
 
2.3.5. Plenum Loads 
 

The space above a ceiling, when used as a return air 
path, is a ceiling return air plenum The following 
equations show how temperatures and heat transfer for 
plenums are calculated in the engine: 
 

𝑞1 = 𝑈𝑐𝐴𝑐(𝑡𝑝 − 𝑡𝑟) (11) 

 

𝑞2 = 𝑈𝑓𝐴𝑓(𝑡𝑝 − 𝑡𝑓𝑎) (12) 

 

𝑞3 = 1.1𝑄(𝑡𝑝 − 𝑡𝑟) (13) 

 
𝑞𝑙𝑝 − 𝑞2 − 𝑞1 − 𝑞3 = 0 (14) 

 

𝑄 =
𝑞𝑟 + 𝑞1

1.1(𝑡𝑟 − 𝑡𝑠)
 (15) 

 
𝑞1= heat gain to space from plenum through ceiling, 
Btu/h 
𝑞2 = heat loss from plenum through floor above, Btu/h 
𝑞3 = heat gain “pickup” by return air, Btu/h 
𝑄 = return airflow, Btu/h 
𝑞𝑙𝑝  = light heat gain to plenum via return air, Btu/h 

 = light heat gain to space, Btu/h 
qf = heat gain from plenum below, through floor, Btu/h 
qw = heat gain from exterior wall, Btu/h 
𝑞𝑟 = space cooling load, including appropriate treatment 

of , qf and/or qw, Btu/h 
𝑡𝑝 = plenum temperature, °F 

𝑡𝑟 = space temperature, °F 
𝑡𝑓𝑠 = space temperature of the floor above, °F 

𝑡𝑠 = supply temperature, °F 
 

 
Figure 4. Plenum loads 
 
 
2.3.6 Solar index calculation relationship 
 

ɪ𝑠 =∑
(𝐴𝑖 . 𝑆𝑖 . 𝜎𝑖)

V
⁄  (16) 

 
Ai=The area of the permeable part i The output shell of 
the building in terms of square meters 
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Si = solar transfer coefficient for transient light fraction i 
Ϭi=The reduction coefficient is related to the position of 
the permeable surface 
V: The total volume of controlled space of the building or 
section 
 
 

3. Results  
 

  
Table 1. This is the example of table formatting 
 

 
Figure 5. Graph before optimization 
 

 
Figure 6. Graph after optimization 

 

  
Figure 7. Cost  of energy consumption before and after 
optimization 
 
4. Conclusion  
 

The issue of energy and the access of more and more 
industrialized countries in the world to cheap energy 
sources, has created many challenges and this is one of 
the most important and common topics in the world 
today. The construction sector is so concentrated that the 

construction sector is the largest consumer in the 
country with more than 40% of energy consumption. On 
the other hand, various studies in different parts of the 
world show that buildings are the largest consumers of 
energy compared to other types of uses. Using simple, 
affordable and affordable practical strategies to reduce 
energy consumption and optimization solutions to 
reduce the demand for mechanical systems and improve 
the quality and thermal comfort is a way to increase the 
efficiency of residential buildings in terms of energy 
consumption. Given that in the future, most buildings will 
be high-rise and equipped with energy management 
technologies. This article examines the possibility of 
optimization in such buildings. Optimization of energy 
consumption in buildings such as the building studied in 
this study and providing appropriate energy saving 
solutions in different sectors showed that by considering 
different criteria in terms of building information, 
climate, and location as in Table (2222) presented 
showed that the optimal building is up to 50% possible 
and based on research findings. Optimal directions for 
the establishment of the building were estimated as 
south-southeast and southwest directions. Among the 
directions, the south direction was identified as the 
optimal direction due to maximum absorption in cold 
times of the year and less energy absorption in hot times 
of the year. 
 
Table 2. Calculations wasted after wasted after 
optimization 
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 Population growth leads to the growth of cities and the destruction of natural areas. Urban 
growth triggers changes in land cover. Determining the change effects in land cover is essential 
for sustainable policies. The temporal data were produced from the CORINE data for the years 
1990, 2000, 2006, 2012 and 2018 for evaluating and understanding the land cover change. 
When the land cover change data of the study area were examined, an increase of 251.75% 
with +13.290 km2 was detected in the artificial surfaces class. It is seen that from the results, 
The results the study area is under intense urbanization pressure. 

 
 
 
 
 
 

1. Introduction  
 

Land cover change, which affects the natural 
resource value, is accepted as one of the most important 
environmental problems globally (Guan et al. 2011; 
Veldkamp and Lambin 2001; Arslan and Örücü 2019). 
With the increasing population and developing 
technology, the pressure on natural resources is 
increasing day by day. Identifying and interpreting the 
problems that arise with urban sprawl and taking the 
necessary precautions are important in terms of effective 
management and planning. Therefore, investigating the 
degree, causes and consequences of urban sprawl is very 
important for human life (Uyar and Ozturk 2019). 

Urban growth is a complex socio-economic process 
that transforms the built environment and rural areas 
into urban settlements with the increasing population, 
and also shifts the spatial distribution of the population 
from rural areas to urban areas (BM 2019). Land cover, 
on the other hand, refers to the soil layer, including the 
natural vegetation covering the surface of the land, 
agricultural products and human structures (Verburg et 
al. 2009; Başara and Şişman 2022). The occurrence of 
urban growth triggers land use as cover changes. 

In this study, temporal land cover changing in 
Atakum district of Samsun (Turkey) were investigated. 
Atakum district is located at 41°19'48.4176'' North and 
36°17'32.9172'' East coordinates. Atakum district is 7 

kilometers away from Samsun city center and located in 
border Black Sea (Fig. 1). Atakum district has a 
population of 238,732 people. Atakum district has 
undergone a great change in residential areas due to its 
long coastline, university potential and important 
transportation networks such as the tram line, which has 
an important place in urban transportation in recent 
years. 

The study area, consisting of the central areas of 
Atakum district along the coast, was select as of 70,937 
km2. The study area map is given in Figure 1. 
 

 
Figure 1. Location Map 
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2. Material and Method 
 

While the land use/cover does not change for many 
years in rural areas, on the contrary, in urban areas, 
significant changes can be seen about it due to the 
pressure created by rapid population growth. The 
regions where this change is most rapid and evident are 
urban development areas (Ozturk et al. 2010). 

CORINE (Coordination of Information on the 
Environment) data was used to determine the land cover 
change. CORINE Land Cover (CLC) is a 1:100,000 scale 
land cover map for European Union (EU) member states 
and all partner countries. The project was initiated by the 
European Union Commission in 1985 and carried out by 
the Commission until 1990, during which an 
environmental information system was established 
(Bruttner et al. 2000). Source attributes of CORINE data 
is given in Table 1. 
 

Table 1. CORINE Data Sources (Falťan et al. 2020) 

Dataset 
Spatial 
Resolution 

Source Format 

CLC1990 ≤ 50𝑚 Landsat-5 MSS/TM Vector 

CLC2000 ≤ 25𝑚 Landsat-7 ETM Vector 

CLC2006 ≤ 25𝑚 
SPOT-4/5, IRS P6 LISS 
III 

Vector 

CLC2012 ≤ 25𝑚 IRS P6 LISS III, RapidEye Vector 

CLC2018 ≤ 10𝑚 Sentinel-2, Landsat-8 Vector 
 

The standard European CLC nomenclature is 
hierarchical, including three levels of thematic detail in 
five major groups (Heymann et al. 1993): artificial 
surfaces, agricultural areas, forests and semi-natural 
areas, wetlands, water bodies. 

Level-1 and Level-2 classes of CORINE land cover 
classes are given in Table 2. 
 

Table 2. CORINE Land Classes (Uyuk et al. 2020) 
Level-1 Level-2 

1.Artificial 
Surfaces 

1.1. Urban Fabric 
1.2. Industrial, commercial and transport 
units 
1.3. Mine, dump and construction sites 
1.4. Artificial, non-agricultural vegetated 
areas 

2.Agricultural 
Areas 

2.1. Arable land 

2.2. Permanent crops 

2.3. Pastures 

2.4. Heterogeneous agricultural areas 

3.Forest and 
Semi Natural 
Areas 

3.1. Forest 

3.2. Scrub and/or herbaceous associations 

3.3. Open spaces with little or no vegetation 

4.Wetlands 
4.1. Inland wetlands 

4.2. Marine wetlands 

5.Water 
Bodies 

5.1. Inland waters 

5.2. Marine waters 
 

The aim of CLC-Change creating is to produce a map 
of real land cover changes describing an evolution 
process taking place in the environment (e.g., urban 
sprawl, forest clearcut). Changes should be interpreted 
regardless of their position (Fig. 2). Change polygons 
should: have size at least 5 ha, have width at least 100 m, 
describe a real evolution process that occurred between 
year old and year new, and be detectable on satellite 
images. 

 
Figure 2. Consistent mapping of CLC Change 
 

Upper row: growth of an existing settlement. Lower 
row: birth of a new (isolated) settlement 

 
• First boxes in both rows show the land cover status 

visible on IMAGE2012 and the polygon outlines in 
CLC2012 database. 

• Second boxes show the land cover status visible on 
IMAGE2018 without polygon boundaries. Dashed outline 
marks patches that have changed. 

• Third boxes show polygons to be drawn in the CLC-
Change database. 

• Fourth boxes show the polygons as present in 
CLC2018 database (as the results of GIS addition of 
CLC2012 and CLC-Change 2012-2018 (CORINE 2021). 

 
Geographic Information System is important for 

collecting and processing geographic data of objects. 
Transforming data into geographic information with 
geographic analysis and viewing geographic data helps to 
plan activities (Başara et al. 2021). GIS software was used 
as a method in examining the land cover change. “Zonal 
toolset” and “Tabulate Area” analysis was performed 
from the “Spatial Analyst toolbox” menu of ArcGIS 
software. Calculates cross-tabulated areas between two 
datasets and outputs a table (Fig. 3). Land cover maps of 
the years 1990, 2000, 2006, 2012, 2018 were processed 
in accordance with the study area.  
 

 
Figure 3. Tabulate Area Illustration 
 

3. Results  
 

Artificial surfaces, agricultural areas, forest and semi 
natural areas, wetlands and water bodies classes are 
mapped using Level-1. The produced maps were 
analyzed as areal and percentage. Land cover maps Fig. 
4-8 and their areal distributions are given in Table 3-7. 
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Figure 4. CORINE Land Cover Map of 1990 
 

When the land cover data of 1990 were examined, 
wetlands class was not found. Artificial surfaces class is 
7.44% with 5,279 km2; agricultural areas class is 52.076 
km2 with 73.41%; forest and semi natural areas class 
with 12,475 km2, 17.59%; the water bodies class covers 
an area of 1,108 km2 and with 1.56%. 
 

Table 3. Distribution of CORINE Land Cover in 1990 

Land Cover 
Area 
(km2) 

Percent 
(%) 

1.Artificial Surfaces 5,279 7,44 

2.Agricultural Areas 52,076 73,41 

3.Forest and Semi Natural Areas 12,475 17,59 

4.Wetlands 0,000 0,00 

5.Water Bodies 1,108 1,56 
 

 
Figure 5. CORINE Land Cover Map of 2000 
 

When the land cover data of 2000 were examined, 
artificial surfaces class is 19.28% with 13,677 km2; 
agricultural areas class is 44.261 km2 with 62.39%; 
forest and semi natural areas class is 16.76% with 11,892 
km2; the water bodies and wetlands classes is the same 
in 1990. 
 

Table 4. Distribution of CORINE Land Cover in 2000 

Land Cover 
Area 
(km2) 

Percent 
(%) 

1.Artificial Surfaces 13,677 19,28 

2.Agricultural Areas 44,261 62,39 

3.Forest and Semi Natural Areas 11,892 16,76 

4.Wetlands 0,000 0,00 

5.Water Bodies 1,108 1,56 

 
Figure 6. CORINE Land Cover Map of 2006 
 

When the land cover data of 2006 were examined, 
artificial surfaces class is 19.28% with 13,679 km2; 
agricultural areas class is 44,267 km2 with 62,40%; 
forest and semi natural areas class 11,881 km2 with 
16.75%; the water bodies and wetlands classes is the 
same in 1990 and 2000. 
 

Table 5. Distribution of CORINE Land Cover in 2006 

Land Cover 
Area 
(km2) 

Percent 
(%) 

1.Artificial Surfaces 13,679 19,28 
2.Agricultural Areas 44,267 62,40 
3.Forest and Semi Natural Areas 11,881 16,75 
4.Wetlands 0,000 0,00 
5.Water Bodies 1,110 1,56 

 

 
Figure 7. CORINE Land Cover Map of 2012 
 

When the land cover data of 2012 were examined, 
artificial surfaces class is 23.95% with 16,987 km2; 
agricultural areas class is 40.865 km2 with 57.61%; 
forest and semi natural areas class 12,114 km2 with 
17.08%; the water bodies class covers an area of 0.971 
km2 and 1.37% and the wetlands class is the same in 
1990, 2000 and 2006. 
 

Table 6. Distribution of CORINE Land Cover in 2012 

Land Cover 
Area 
(km2) 

Percent 
(%) 

1.Artificial Surfaces 16,987 23,95 
2.Agricultural Areas 40,865 57,61 
3.Forest and Semi Natural Areas 12,114 17,08 
4.Wetlands 0,000 0,00 
5.Water Bodies 0,971 1,37 
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Figure 8. CORINE Land Cover Map of 2018 
 

When the 2018 land cover data were examined, 
artificial surfaces class is 26.18% with 18.569 km2; 
agricultural areas class is 39,283 km2 with 55.38%; 
forest and semi natural areas class 12,127 km2 with 
17.10%; the water bodies and wetlands classes are 
nearly the same the others. 
 

Table 7. Distribution of CORINE Land Cover in 2018 

Land Cover 
Area 
(km2) 

Percent 
(%) 

1.Artificial Surfaces 18,569 26,18 

2.Agricultural Areas 39,283 55,38 

3.Forest and Semi Natural Areas 12,127 17,10 

4.Wetlands 0,000 0,00 

5.Water Bodies 0,958 1,35 
 

4. Discussion and Conclusion 
 

Within the scope of this study, the urban sprawl and 
land cover change of Atakum district were examined 
using CORINE data (Table 5). Wetlands class was not 
found in the study area between 1990-2018. When the 
land cover change data is examined, an increase of 
251.75% with 13,290 km2 in the artificial surfaces class; 
A decrease of 12,793 km2 and 24.57% in the agricultural 
areas class; a decrease of 0.347 km2 and 2.78% in the 
forest and semi natural areas class; A decrease of 0.149 
km2 and 13.49% was detected in the water bodies class. 
The results obtained showed that the study area is under 
intense urbanization pressure. 
 

Table 8. Difference Between 1990-2018 
Land Cover Difference (km2) Ratio (%) 

1.Artificial Surfaces +13,290 +251,75 

2.Agricultural Areas -12,793 -24,57 

3.Forest and Semi Natural 
Areas 

-0,347 -2,78 

4.Wetlands 0,000 0,00 

5.Water Bodies -0,149 -13,49 
 

Monitoring and interpreting urban changes and 
taking necessary precautions are of great importance for 
the city’s developments. In this way, it will be possible to 
prevent environmental problems. Changes in the land 
cover should be examined periodically. The urban areas 
changing, agricultural areas, forest areas and water 
resources is important for planning activities. 
Examination of the factors that cause urban sprawl and 

the consequences are among the important research 
topics today. 
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 Recently, increasing forest fires have contributed to deforestation and desertification in the 
Hyrcanian forests in northern Iran. It is crucial to consider the complex interactions of forest 
fires with particularities of the environment and the social and economic factors. This study 
introduces a conceptual approach to developing a comprehensive forest fire vulnerability 
index using both quantitative and qualitative methods. The indicators can be grouped into the 
three components of vulnerability (exposure, sensitivity, and adaptive capacity) based on 
three categories (social, economic, and environmental), resulting in three indexes: Forest Fire 
Exposure Index (FEI), Forest Fire Sensitivity Index (FSI) and Forest Fire Adaptive Capacity 
Index (FACI). Finally, we can create an integrated Forest Fire Vulnerability Index (FVI). The 
most vulnerable areas to forest fires can be mapped using remote sensing data, geographic 
information systems (GIS), the statistical data available at the Forests, Range & Watershed 
Management Organization (FRWO), and machine learning models. By localizing the input data 
and socio-economic indicators, the methodology is transferrable to other regions and helps 
forest fire management and prevention planning. 

 
 
 
 
 

1. Introduction  
 

Forest fires are a natural hazard that can begin and 
spread immediately and uncontrollably, causing 
significant losses and damages (Piralilou et al., 2022) In 
general, natural reasons such as lightning cause just 
around 4% of forest fires worldwide. In all other cases, 
forest fires result from human action, whether it is 
intentional or unintentional (Peter Hirschberger, 2016)  
Forest fires are not only an environmental problem but 
also have significant economic and social impacts, affect 
the quantity and quality of the forest's goods and 
services, and create a considerable problem related to 
both private owners for revenue damage and public 
owners for ecosystem service damage (Fagarazzi et al., 
2021; Gonzalez-Caban, 2007)  The forest fire also affects 

urban areas, infrastructure networks, power lines, 
agricultural regions, and civic society. People can lose 
their lives or become ill, and communities can suffer from 
decreased well-being and economic decline due to forest 
fires (Mavsar et al., 2010)  Moreover, both residential 
neighborhoods and the tourism industry are negatively 
impacted by forest fires. In the Western Region United 
States, the primary fire season intercepts the peak 
summer tourist season and becomes a significant 
problem for the demand and supply of tourism sectors 
(Brown et al., 2008; Thapa et al., 2013)  For instance, 
wildfires are an annual concern in Florida, affecting 
residents and visitors. In addition to Colorado, a tourism-
dependent city, Mesa Verde National Park, a popular 
tourist destination, was closed because of the forest fire. 
Similar impacts have been seen in California, Arizona, 
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Nevada, New Mexico, Texas, Washington, and Utah 
(Thapa et al., 2013).  

Also, In Europe, the economic losses of forest fires in 
the 2000-2017 period are over EUR 54 billion, around 
EUR 3 billion. For example, the Tuscan Region (Central 
Italy) spends around 12 million euros on forest fire 
prevention and control every year (Viccaro & Caniani, 
2019)  The economic effect on Greece, Spain, France, 
Italy, and Portugal may increase to over EUR 5 billion per 
year by 2070-2100 due to rapid economic growth and 
increased greenhouse gas emissions (Rego et al., 2018).  

Therefore, the socio-economic impacts of forest fires 
should be evaluated as an essential part of the fire risk 
assessment, forest fire policy development, and 
management practices planning and implementation 
(Morton et al., 2003)  And the climate, environmental, 
and ecological factors aren't the only factors to consider 
for prevention and mitigation efforts in wildfire-prone 
areas (de Diego et al., 2019)  Despite the importance of 
socio-economic factors on forest fire vulnerability for 
budget optimization and decision-making, few studies 
explicitly examined socio-economic factors mixed with 
environmental factors.  

Furthermore, a lot of research has been conducted to 
determine socio-economic vulnerability. The IPCC 's 
concept and framework of vulnerability were often used 
as the basis for their evaluations, where vulnerability is 
defined by exposure, sensitivity to perturbations or 
external pressures, and the capacity to adjust or adapt 
(Adger, 2006; Sharma & Ravindranath, 2019) (see Figure 
1).  
 

 
Figure 1. The concept of vulnerability 
 

Where, exposure is the nature and the degree to 
which a system is pressured by environmental or 
sociopolitical factors. Sensitivity is how a system is 
modified or impacted by perturbations. Adaptive 
capacity is the ability of a system to evolve in order to 
accept environmental threats or policy changes, as well 
as to increase the range of variability with which it can 
adapt(Adger, 2006) This vulnerability concept has been 
used in the vulnerability to heat-related phenomena 
(Grigorescu et al., 2021)In contrast, this framework of 
vulnerability in forest fire vulnerability is less addressed. 

The novelty of our study is developing a comprehensive 
Forest Fire Vulnerability Index (FVI) based on three main 
components of vulnerability and creating the Forest Fire 
Exposure Index (FEI), Forest Fire Sensitivity Index (FSI), 
and Forest Fire Adaptive Capacity Index (FACI) 
considering three categories; social, economic, and 
environmental factors, as well as producing the final 
forest fire vulnerability map.  
 
2. Method 
 

2.1. Study area 
 

The Hyrcanian Forests World Heritage property 
stretch 850 km along the southern coast of the Caspian 
Sea and covers around 7% of remnant Hyrcanian forests 
in Iran (Figure 2). These ancient forests are important 
refugia and the world's only remaining temperate 
deciduous broadleaved forests Ramezani et al., 2008). 
 

 
Figure2. The Hyrcanian Forests in Iran 
 

In the northern part of Iran, most forest fires happen 
on the ground surface and mainly damage young trees 
(Jahdi et al., 2014)  As a result, regeneration is seriously 
impacted, and forest fires are among the most common 
causes of deforestation and desertification in Iran 
(Ghorbanzadeh et al., 2019)  Although forest fires 
frequently happen in the Hyrcanian forests of Iran 
(Ghorbanzadeh et al., 2019) and have caused enormous 
economic and ecological losses (Adab et al., 2021)  There 
is not a comprehensive study about fire forest 
vulnerability considering socio-economic and 
environmental factors. It is appropriate and necessary to 
analyze the forest fire vulnerability of the Hyrcanian 
forest. 
 
2.2. Research methods  
 

Using an empirical approach, the current study 
assesses socio-economic and environmental forest fire 
vulnerability. The indicators are chosen and ranked 
based on their relevance to forest fires, expert judgment, 
and database availability and accuracy. We consider the 
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various characteristics of vulnerability components to 
index construction. For instance, wildfires are caused by 
a combination of social and economic factors with 
natural factors(de Diego et al., 2021). Accordingly, these 
factors must be considered in indexing forest fire 
exposure. Furthermore, economic and environmental 
factors increase the vulnerability to the impacts of 
hazards (de Diego et al., 2019) Therefore, sensitivity and 
adaptive capacity, two other vulnerability components, 
are the characteristic determined by these factors (see 
Figure 3). 
 

 
Figure 3. Framework for assessing the forest fire 
vulnerability 
 

The current methodology may be applied to any 
region damaged by forest fires. The statistical data used 
in the current research, remote sensing data, geographic 
information systems (GIS), and the statistical data 
available at the Forests, Range & Watershed 
Management Organization (FRWO). The FVI was 
developed over a multi-stage sequential process that 
involved: 
 
2.2.1. Selection of indicators 
 

The indicators have been considered to investigate 
the various components of forest fire vulnerability. For 
the current study, the selected indicators are based on 
the previous studies approaching the general issues of 
natural hazards vulnerability (Grigorescu et al., 2021;) 
orfire forest vulnerability studies  (Sadowska et al., 
2021)in particular. The validation of indicators can be 
made using the expert judgment approach. 
 
2.2.2. Data normalization 
 

Because the variables of the statistical indicators are 
generated using various measuring units, this is an 
essential process. 
 
2.2.3. Integrating the indexes into a single index 
 

Develop a comprehensive forest fire vulnerability 
index by combining the Forest Fire Exposure Index (FEI), 

Forest Fire Sensitivity Index (FSI), and Forest Fire 
Adaptive Capacity Index (FACI). 
 

𝐹𝑉𝐼 =  𝑓 (𝐹𝐸𝐼, 𝐹𝑆𝐼, 𝐹𝐴𝐶𝐼)                     
 
2.2.4. Forest fire vulnerability mapping 
 

Machine learning (ML) approaches can use for 
mapping the forest fire vulnerability of the Hyrcanian 
forest. Machine learning approaches have been applied 
to analyze natural disasters during the last two decades 
(Ghorbanzadeh et al., 2019). 
 
3. Results  
 

The spatial prediction of forest fire vulnerability for 
Heyrcanian can be made using state of the art ML 
approaches by applying the relevant conditioning 
factors, and the fire inventory data set. The resulting 
forest fire vulnerability maps measure the probability of 
a wildfire occurrence. Also, considering economic 
analysis as an integral part of proactive fire forests 
management leads to better-informed decisions and 
selecting the most effective options in a particular 
circumstance. Moreover, forest fire risk mapping is used 
for identifying locations in which a probability of loss is 
determined from assessments of socio-economic forest 
fire vulnerability. 
 
4. Discussion 
 

The development of an integral vulnerability index is 
defective without considering economic factors.  We 
introduce a novel framework for fire forest vulnerability 
based on three groups of factors (socio-economic and 
environmental) by considering exposure, sensitivity, and 
adaptive capacity as vulnerability components. The 
results of our study by assessments of socio-economic 
forest fire vulnerability can help policymakers with 
forest fire management and lead to making better-
informed decisions and selecting the most effective 
options in a particular circumstance. Additionally, the 
final forest fire vulnerability map can be used to identify 
areas with a high probability of loss and require 
prevention planning. 
 
5. Conclusion  
 

The current methodology for developing the FVI 
based on three main components of vulnerability and 
considering social, economic, and environmental factors 
is transferrable to other regions where localizing the 
input data may be applied to any region damaged by 
wildfire. 
 
Acknowledgement 
 
The authors are grateful for the support of the University 
of Salzburg, and the Institute of Advanced Research in 
Artificial Intelligence (IARAI) GmbH, Vienna, Austria. 
 
 
 



4th Intercontinental Geoinformation Days (IGD) – 20-21 June 2022 – Tabriz, Iran 

 

  289  

 

References  
 
Adab, H., Kanniah, K. D., & Solaimani, K. (2021). Remote 

sensing-based operational modeling of fuel 
ignitability in Hyrcanian mixed forest, Iran. Natural 
Hazards, 108(1), 253–283. 
https://doi.org/10.1007/s11069-021-04678-w 

Adger, W. N. (2006). Vulnerability. Global Environmental 
Change, 16(3), 268–281. 
https://doi.org/10.1016/j.gloenvcha.2006.02.006 

Brown, R. N. K., Rosenberger, R. S., Kline, J. D., Hall, T. E., 
& Needham, M. D. (2008). Visitor preferences for 
managing wilderness recreation after wildfire. 
Journal of Forestry, 106(1). 

de Diego, J., Rúa, A., & Fernández, M. (2019). Designing a 
Model to Display the Relation between Social 
Vulnerability and Anthropogenic Risk of Wildfires in 
Galicia, Spain. Urban Science, 3(1). 
https://doi.org/10.3390/urbansci3010032 

de Diego, J., Rúa, A., & Fernández, M. (2021). Vulnerability 
variables and their effect on wildfires in galicia 
(Spain). a panel data analysis. Land, 10(10). 
https://doi.org/10.3390/land10101004 

Fagarazzi, C., Fratini, R., Montanino, M., Viccaro, M., Cozzi, 
M., Romano, S., & Riccioli, F. (2021). The economic 
value of fire damages in Tuscan agroforestry areas. 
IForest, 14(1), 41–47. 
https://doi.org/10.3832/ifor3607-013 

Ghorbanzadeh, O., Blaschke, T., Gholamnia, K., & Aryal, J. 
(2019). Forest fire susceptibility and risk mapping 
using social/infrastructural vulnerability and 
environmental variables. Fire, 2(3). 
https://doi.org/10.3390/fire2030050 

Gonzalez-Caban, A. (2007). Wildland Fire Management 
Policy and Fire Management Economic Efficiency in 
the USDA Forest Service. IV International Wildland 
Fire Conference, May. 

Grigorescu, I., Mocanu, I., Mitrică, B., Dumitraşcu, M., 
Dumitrică, C., & Dragotă, C. S. (2021). Socio-economic 
and environmental vulnerability to heat-related 
phenomena in Bucharest metropolitan area. 
Environmental Research, 192. 
https://doi.org/10.1016/j.envres.2020.110268 

Jahdi, R., Darvishsefat, A. A., Etemad, V., & Mostafavi, M. A. 
(2014). Wind effect on wildfire and simulation of its 
spread (Case study: Siahkal forest in northern Iran). 
Journal of Agricultural Science and Technology, 16(5). 

Mavsar, R., González-Cabán, A., & Farrera, V. (2010). The 
importance of economics in fire management analysis 
(J. Sande Silva, F. Rego, P. Fernandez, & E. Rigolot, 
Eds.). European Forest Institute. 

Morton, D. C., Roessing, M. E., Camp, A. E., & Tyrrell, M. L. 
(2003). Assessing the Environmental, Social, and 
Economic Impacts of Wildfire. www.yale.edu/gisf 

Peter Hirschberger, 4con forestconsulting, 
www.forestconsulting.de. (2016). 2017 STUDY 
FORESTS ABLAZE Causes and effects of global forest 
fires. www.forestconsulting.de 

Piralilou, S. T., Einali, G., Ghorbanzadeh, O., Nachappa, T. 
G., Gholamnia, K., Blaschke, T., & Ghamisi, P. (2022). A 
Google Earth Engine Approach for Wildfire 
Susceptibility Prediction Fusion with Remote Sensing 
Data of Different Spatial Resolutions. Remote Sensing, 
14(3). https://doi.org/10.3390/rs14030672 

Ramezani, E., Marvie Mohadjer, M. R., Knapp, H. D., 
Ahmadi, H., & Joosten, H. (2008). The late-Holocene 
vegetation history of the Central Caspian (Hyrcanian) 
forests of northern Iran. Holocene, 18(2). 
https://doi.org/10.1177/0959683607086768 

Rego, F. M. C. C., Manuel Moreno, J., Vallejo Calzada, V. R., 
& Xanthopoulos, G. (2018). FOREST FIRES — 
Sparking firesmart policies in the EU. European 
Commission. https://doi.org/10.2777/248004 

Sadowska, B., Grzegorz, Z., & Stępnicka, N. (2021). Forest 
fires and losses caused by fires – an economic 
approach. WSEAS Transactions on Environment and 
Development, 17, 181–191. 
https://doi.org/10.37394/232015.2021.17.18 

Thapa, B., Cahyanto, I., Holland, S. M., & Absher, J. D. 
(2013). Wildfires and tourist behaviors in Florida. 
Tourism Management, 36. 
https://doi.org/10.1016/j.tourman.2012.10.011 

Viccaro, M., & Caniani, D. (2019). Forest, Agriculture, and 
Environmental Protection as Path to Sustainable 
Development. In Natural Resources Research (Vol. 
28). https://doi.org/10.1007/s11053-019-09497-2 

 
 
 

 
 
 
 

 
 
 

 
 



* Corresponding Author Cite this study 

*(neononny@gmail.com) ORCID ID 0000-0002-1113-769X 
  
 

 

Chantapoh, N.  (2022). A correlation study for determination risk area of dengue fever 
and dengue hemorrhagic fever: a case study of Sisaket province, Thailand. 4th 
Intercontinental Geoinformation Days (IGD), 290-293, Tabriz, Iran 
 

 

4th Intercontinental Geoinformation Days (IGD) – 20-21 June 2022 – Tabriz, Iran 
 

 

 

 

4th Intercontinental Geoinformation Days  

 

igd.mersin.edu.tr 

 
 
 

A correlation study for determination risk area of dengue fever and dengue hemorrhagic 
fever: a case study of Sisaket province, Thailand 
 

Nutchanon Chantapoh *1  

 
1 Wuhan University, The State Key Laboratory of Information Engineering in Surveying, Mapping and Remote Sensing (LIESMARS), 
Wuhan, Hubei, China 
 
 
 
 

Keywords  Abstract 
GIS 

Dengue fever 
Correlation  

 This study has purpose on analyzing dengue fever and dengue hemorrhagic fever (DF/DHF) 
risk zone area in Sisaket province, Thailand, by using the subdistrict-level (Tumbon) data in 
sick ratio, average temperature, maximum temperature, minimum temperature, relative 
humidity, precipitation, population density, and housing density. The meteorological data are 
acquired from POWER, NASA. The data is stored in points, griding by 30 minutes of latitude 
and longtitude, going through the inverse distance weighting tool to interpolate the 
meteorological data into each Tumbon. The physical socio data are from government 
authority, are population from each Tumbon by monthly and housing amount from each 
Tumbon by yearly. Correlation analysis is used to find the correlation between sick ratio and 
other variables to find the risk area in the study area. Hot spots analysis (Getis ord-Gi*) is used 
to find the clustering area of sick ratio among each Tumbon. Results are classified into cluster 
maps and risk zone maps, each by yearly and monthly.   

 
 
 
 
 
 
 
 
 

1. Introduction  
 

Thailand had first case of DF/DHF in 1949 and a 
widespread epidemic in 1958 in Bangkok and Thonburi 
area. Since 1958, the trend of infection increases and has 
many forms such as every other year, 2 years then stop 
for 1 or every 2 years. Most of patients are 0-14 years old, 
with most fatal symptoms in 5-9 years old. DF/DHF cases 
could be found along the year, yet the highest months are 
in rainy season (May-August) (Insects, 2019) The effects 
of DF/DHF could lead to radical complications. Some 
patients are suffered from failure of circulatory system, 
shocking from leaking of plasma. Without correct 
medical treatment, the patient might be death in 12-24 
hours. GIS helps increasing the efficiency of preventive 
process and cover the correct areas, deescalating the 
infection and death rates. The benefits from applying GIS 
and statistical analysis to study about the diseases can be 
presented to relevant agencies such as provincial public 
health center and hospitals. 

 

2. Method 
 

The patient’s data from public health agency of 
Sisaket province, Thailand. from 2010 – 2019 The data 
stored in spreadsheet with headers consisting of age, 
gender, DF or DHF, defined date, Amphoe (district), 
Tumbon (subdistrict), and result of treatment 
(recover/dead). The data is acquired from Sisaket’s 
public health office, ministry of public health. Population 
and housing data is acquired from department of 
provincial administration (DOPA), Ministry of Interior. 
Meteorological data (temperature, relative humidity, 
precipitation) is acquired from prediction of worldwide 
energy resources project (POWER), National Aeronautics 
and Space Administration (NASA). The used tools are 
ArcMap 10.5 (Hotspots Analysis (Getis-Ord Gi*), Inverse 
Distance Weight (IDW), Zonal Statistics as Table), JASP 
0.15 (Pearson’s correlation analysis), and Microsoft 
Excel. 
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2.1. DF/DHF in Sisaket, 2010 – 2019. 
 
The DF/DHF data is classified into 2 forms for 

separate results: yearly correlation, monthly correlation. 
Yearly data is the summarized number of DF/DHF 
incidence cases through each year in the province, and 
monthly data is summarized number of the disease’s 
incidence cases through each month from studied years. 
 

 
Figure 1. Yearly DF/DHF Incidence Cases in Sisaket, 
2010 – 2019 
 

 
Figure 2. Monthly DF/DHF Incidence Cases in Sisaket, 
2010 – 2019 
 
2.2. Correlation Analysis  
 

Correlation (Pearson’s) tells if variables are positively 
related (they move in the same direction) or negatively 
correlated (they move in opposing directions). 
 

𝒓 =
𝐧(∑𝐱𝐲) − (∑𝐱)(∑𝐲)

√(𝒏∑𝒙𝟐 − (∑𝐱)𝟐)(𝒏∑𝒚𝟐 − (∑𝐲)𝟐)
 

 
r = r value (how much the data correlated, 1 is the 
highest) 
x = variable 1 value (variables) 
y = variable 2 value (sick ratio) 
 

Insert variables: sick ratio, average temperature, 
maximum temperature (average), minimum 
temperature (average), relative humidity (average), 
precipitation amount (total/average), housing density. 
 
2.2.1. Rating of variables’ values 
 

Rating by define the effect of each variable, 1 is for the 
lowest effect and 4 is for the highest effect. Find the mean 
value of entire data (x̄) and its Standard Deviation (S.D.). 

Table 1. Variables’ values rating definition 
Rating Observed Value 
4 More than x̄ + 1 S.D. 
3 Between x̄ and less than x̄ + 1 S.D. 
2 Less than x̄ but more than x̄ - 1 S.D. 
1 Less than x̄ - 1 S.D. 

 
3. Results  
 

Analyze every variable by weighting and rating, the 
more affected factors will be defined with more score. 

Weighting by adjust relation value (r value) out from 
negative value. Author used the lowest r value (in 
positive numeric) multiply by 2 and add to all  

r value. Then, is to adjust the summarized into 1 by 
ratio. Spatially analyze risk area by multiply weight with 
rate, carried out the risk score for each Tumbon. Define 
class intervals by dividing the data range between 
maximum and minimum data with desired amount of 
class. 

 

𝐶𝑙𝑎𝑠𝑠 𝐼𝑛𝑡𝑒𝑟𝑣𝑎𝑙 =
Data𝑚𝑎𝑥 − 𝐷𝑎𝑡𝑎𝑚𝑖𝑛

Amount of class
 

 
Table 2. Pearson’s yearly correlation 

Variable r value p value n 
Population  -0.015 0.503 

2060 

Avg. Temp. 0.006 0.795 
Max Temp. 0.169 < .001 
Min Temp 0.131 < .001 
Humidity -0.229 < .001 
Precipitation -0.11 < .001 
Housing  0.022 0.321 

 
Table 3. Pearson’s monthly correlation 

Variable r value p value n 
Population -0.015 0.45 

2472 

Avg. Temp. -0.088 < .001 
Max Temp. -0.416 < .001 
Min Temp. 0.515 < .001 
Humidity 0.561 < .001 
Precipitation 0.658 < .001 

 
Results are fully displayed in risk zone maps by years 

2010 – 2019 and by months from studied years. The 
example figures (figure 3 and figure 4) show the 
comparison between the years and months with the 
highest sick ratio with the lowest. 
 

  
Figure 3. (From left to right) Risk zone maps of 2013, 
2014 
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Figure 4. (From left to right) Risk zone maps of July, 
January 
 
Table 4. Correlation between yearly sick ratio and risk 
score 

Year Sick Ratio Average Risk 
Score 

r score p value 

2010 179.82 2.6210 

0.213 0.554 

2011 139.86 1.7005 
2012 99.63 2.7474 
2013 311.76 2.5663 
2014 35.56 2.4568 
2015 228.15 2.6981 
2016 81.95 2.6843 
2017 40.69 2.1679 
2018 140.46 2.1174 
2019 165.8 3.3073 

 
Table 5. Correlation between monthly sick ratio and risk 
score 

Month 
Sick 
Ratio 

Average Risk 
Score 

r score p value 

Jan 28.2 1.5508 

0.799 0.002 

Feb 27.98 1.5076 
Mar 46.97 2.1720 
Apr 50.14 2.4219 
May 112.64 3.3879 
Jun 252.43 3.1727 
Jul 266.21 3.0612 
Aug 231.39 3.2425 
Sep 168.43 3.2425 
Oct 100.39 2.1813 
Nov 61.29 2.1204 
Dec 53.96 1.3356 

 
4. Discussion 
 

The study of correlation and estimate risk area of 
DF/DHF by gathering data from agencies, has purpose 
for find relationship between factors and produce risk 
zone maps of Sisaket province. The studied data is 10-
year long (2010 – 2019), is the DF/DHF incidence cases, 
had defined the factor that might cause the diseases. 
There are 6 variables involve in the study which are 
population density, average temperature, average 
maximum temperature, average minimum temperature, 
precipitation amount, and housing density (in monthly 
analysis used average precipitation instead of total 
amount and have no monthly housing density). For 
Tumbon (subdistrict) level, the meteorological data 
might not have wide range and much difference. The 
estimation from geoinformatics tools is not exactly 

accurate, unless the data are physically acquired from 
local area. 

For statistical analysis results, yearly analyzing gave 
average maximum and minimum temperature 16.9% 
and 13.1% significantly positive correlate (p<0.001), as 
well as average relative humidity and precipitation 
22.9% and 11% significantly negative correlate. 
Meanwhile, monthly analyzing gives average 
temperature and maximum temperature significantly 
negative correlate with 8.8% and 41.6%, while average 
minimum temperature, relative humidity and 
precipitation are significantly positive correlate with 
51.5%, 56.1%, and 65.8%. (p<0.001). The results 
obviously show that monthly study provide stronger 
statistical correlations more than annually study. 
Moreover, the average risk scores show that the monthly 
study also provide more correlation than yearly study 
(79.9% and 21.3%, monthly and yearly). 

 
5. Conclusion 
 

The yearly correlation results in positive with 
maximum and minimum temperature and negative with 
relative humidity and precipitation, which all factor’s 
trends are rising each year. Positive correlation r values 
are 16.9% and 13.1% and negative correlation r values 
are 22.9% and 11%. This phenomenon could lead to 
decrease of DF/DHF sick rate. 

The monthly correlation show that maximum 
temperature and minimum temperature are respectively 
negative and positive correlated. This could lead to find 
the suitable temperature range for DF/DHF incidence. 
Moreover, the relative humidity and precipitation are 
both strongly positive correlated, summarizing that 
seasonal meteorological data are suited for study the 
correlation with the diseases. The most affected variables 
are precipitation, relative humidity, minimum 
temperature, and maximum temperature (negative 
correlated) respectively. These factors are more than 
40% correlated with the sick ratio. 

The monthly risk zone maps (which provide 
significant correlation with sick ratio) show that through 
the year, DF/DHF are riskier in the southern part of the 
studied area, Sisaket province. PHU SING, KHUN HAN, 
and KANTHARALAK Amphoes are the 3 Amphoes located 
in the south of the province, northern to the Thai-
Cambodian border with a vast area of mountain forest. 
The study of correlation in monthly summarization 
provides more correlative results than yearly study. The 
office of provincial public health should consider in 
providing more density measurements in prevention and 
healthcare facilities. 
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 Flood, as a natural phenomenon, is the most common natural hazard that causes significant 
damage in the world. It is difficult to predict and identify flood zones due to variable weather 
conditions and various influencing factors. However, the identification and detection of early 
flood zones using machine learning techniques is used for smart flood management. In this 
study, Chi-square automatic interaction detection (CHAID) machine learning model for flood 
susceptibility map in Sardabroud watershed in north of Iran has been evaluated. For this 
purpose, a spatial database including 205 present and past flood locations with 8 conditional 
factors including elevation, slope, landuse, normalized difference vegetation index (NDVI), 
distance to river, topographic wetness index (TWI), lithology and rainfall are considered. After 
calculating variance inflation factors (VIF), all of the flood factors were considered for the 
modeling process. VIF technique uses to quantify multi-collinearity. Receiver operating 
characteristic (ROC), area under curve (AUC) and accuracy (ACC) metrics were used to 
evaluate and compare the predictability of the model. The results show that the CHAID model 
reaches an AUC of 0.939. This model has been proven as an efficient model for detecting flood 
prone areas in this watershed. 

 
 
 
 

1. Introduction  
 

Flood is known as one of the most frequent and 
destructive natural disasters in the world among other 
natural disasters such as earthquake and droughts due to 
causing great damage to human life and property and 
lives (Du et al. 2013). 

The reasons for urban floods are the weakness of 
drainage systems and water infiltration into the ground 
during stormy rains and unhealthy urban growth (Darabi 
et al. 2019). Monsoon is one of the reasons why southeast 
Asian countries are most affected by floods and most of 
their related events (Loo et al. 2015). Iran has 
experienced a number of floods, especially in the 
northern parts of the country. For example, Noshahr in 
2012, Behshahr in 2013 and Sari in 2015 have suffered 
from flash floods (Khosravi et al. 2016). 

Therefore, optimal, efficient and proper methods 
should be used to reduce flood damage and losses. In the 

recent years, the use of artificial intelligence (AI) 
methods such as machine learning (Ahmadlou et al. 
2021; Khosravi et al. 2020; Shahabi et al. 2021; Arora et 
al. 2021) has been increased. 

Nghia et al. (2020) have used the CHAID algorithm to 
model flash floods in the Luc Yen area of Yen Bai Province 
in Vietnam, using 10 conditional factors including soil 
type, land cover, lithology, river density, rainfall, 
elevation, topographic wetness index  (TWI), slope, 
aspect, and curvature. (Tehrany et al. 2013)  have also 
used this algorithm to model the Kelantan River Basin in 
northeastern Malaysia by selecting 10 flood factors. 
However, flood modelings using CHAID decision tree 
algorithm does not seem to be widely reported in the 
literature. 

The purpose of this study is the flood modeling of 
Sardabroud watershed in northern Iran using CHAID 

http://igd.mersin.edu.tr/2020/
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algorithm to produce a flood risk map and undertake its 
evaluation.  
2. Study area 
 

Sardabroud watershed with an area about 460 Km2 is 
a narrow basins originates from the snowy heights of 
Takht-e-Solimansar at a elevation of 4600 meters. 
Sardabroud watershed is located in the west of 
Mazandaran province, Iran. The elevation of the 
watershed ranges from 4800 to -31 meters and the slope 
ranges from 0 to 78 degrees (Figure 1). The Sardabroud 
river flows through several mountains including Takht-e 
Soleiman and Alam Kooh, to the sea (Figure 1). This 
watershed is one of the tourist attractions places in 
Kelardasht with high average annual rainfall. 
 

 
Figure 1. Study area  
 
 

3. Method 
 

In this study, several influencing factors including 
elevation, slope, rainfall, landuse, lithology, TWI, distance 
to river and NDVI have been extracted and collected for 
flood risk modeling using machine learning. 

The CHAID algorithm process is in descending order 
from top to bottom, dividing large branches into smaller 
branches, which continue to be grouped according to 
specific factors. The CHAID is one of the classification 
decision tree techniques used in regression problems 
(Althuwaynee et al. 2014). CHAID algorithm has a 
number of titles such as automatic interaction detection, 
classification and regression tree (CART) and artificial 
neural network (ANN). CHAID algorithm uses chi-square 
statistics as a criterion for data separation and performs 
dodge separation (Eqs. 1,2, and 3) (Yeon et al. 2010). 
 

𝑋2 =  ∑ ∑
(𝑛𝑖𝑗 − 𝑚𝑖𝑗)2

𝑚𝑖𝑗

𝐼

𝑖=1

𝐽

𝑗=1
 (1) 

 

𝑛𝑖𝑗 =  ∑ 𝑓𝑛𝐼 (𝑥𝑛 = 𝑖 ∩  𝑦𝑛 = 𝑗)
𝑛𝜖𝐷

 (2) 

 

𝑚𝑖𝑗 =  
𝑛𝑖 . 𝑛𝑗

𝑛𝑖𝑗

 (3) 

 
where 𝑛𝑖𝑗 = the observed cells frequency, 

 𝑚𝑖𝑗 = cell frequency for 𝑦𝑛 = 𝑗 and 𝑥𝑛 = 𝑖. 

VIF is a powerful statistical technique that detects a 
strong linear relationship between more than two factors 
in a multiple regression model (Hong et al. 2020). 
Accuracy value (ACC) needs to be determined for models 
accuracy that is calculated based on False Positive (FP), 
True Negative (TN), False Negative (FN) and True 
Positive (TP) (FP = non-flood pixels that are incorrectly 
known as flood pixels, TN = flood pixels that are correctly 
known as non-flood, FN = non-flood pixels that are 
incorrectly known as non-flood pixels and TP = flood 
pixels that are correctly known as flood pixels) (Shahabi 
et al. 2020). 

Therefore, this algorithm has been used for flood risk 
modeling in this study. The research methodology 
proposed in this paper is presented in Figure 2. The 
produced map shows the probability of flooding. 
           
4. Results  
 

The results of calculating VIF (Table  1) for  the 8 
factors considered for flood modeling, shows that 
landuse has the lowest and elevation has the highest VIF. 
Therefore, none of the factors had VIF> 10. Therefore, all 
of the factors are considered for the modeling process. 

Then, out of the total flood pixels, 70% of the data 
have been used for model training and 30% of the data 
employed for the model testing process. The AUC values 
for the testing process of the model are 0.939 (Figure 4). 
 

 
Figure 2. Research methodology 
         

Therefore, according to the flood modeling of this 
watershed with CHAID algorithm, the value of AUC has 
been obtained as 0.939. The Accuracy value of the CHAID 
model for the training and testing process are 0.964 and 
0.882, respectively (Table 2). The map has been 
produced in ArcGIS 10.3 software and illustrated in 
Figure 3. 
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Table 1. multi-collinearity analysis 

Factors VIF 

Elevation 5.38 
Slope 1.89 
Rainfall 1.67 
Distance to river 1.32 
Landuse 1.03 
NDVI 3.67 
Lithology 1.30 
TWI 1.49 

 
Table 2. model performances 

Metrics/Model AUC ACC 

CHAID (training) 0.961 0.964 
CHAID (testing) 0.939 0.882 

           
5. Discussion 
 

In this research, a decision tree-based machine 
learning model (CHAID) has been used to model flood 
risk in Sardabroud watershed, Iran. Elevation, slope, 
landuse, NDVI, TWI, rainfall, lithology and distance to 
river factors were used for the modeling process. 

After performing multi-collinearity analysis using VIF 
methods, the value of VIF factors changes in a range from 
1.03 to 5.38, with the highest and lowest values are 
related to elevation and landuse. Therefore, because VIF 
values are lower than 10, there is no correlation between 
the factors. 

Therefore, the 8 factors considered for the modeling 
process were used. According to Figure 3, it is clear that 
the risk of flood in the north and middle parts of the 
watershed are more than other areas. 
 

 
Figure 3. Flood susceptibility mapping 
 
6. Conclusion  
 

The aim of this study was to consider the factors 
affecting flood risk and to identify the flood susceptible 
zones in Sardabroud watershed, Iran.  

The CHAID employed model is important for future 
smart flood disaster management decisions because it 
provides the basic information for controlling and 
managing flood risk.  

Due to the flood damage to urban and agricultural 
areas, future research needs to focus on selecting and 
adopting effective flood parameters in the area such as 
population density and literacy and their relationship 
with economic processes and other factors affecting 
floods. 

The method adapted in this research can be extended 
to larger watersheds that are at flood risk, and the 
accuracy of the models can be compared and evaluated 
with other basic machine learning models such as 
support vector machine (SVM) and K-nearest neighbor 
(KNN) methods. 
 

 
Figure 4. Plot of the ROC curve 
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 The analysis of suitability for wind farms is important not only for finding a suitable wind 
potential site for energy production but also for a sustainable land use planning, 
environmental management and protection. The objective of this study was to identify a 
suitable locations for wind farms using the Geographic Information System (GIS) with Best-
Worst Method (BWM). Eight criteria were used, and BWM was implemented to calculate the 
criteria weights. The wind speed was chosen as the most important criterion for locating 
wind farms, followed by slope, Power grid lines, land cover, aspect, airports, main roads, and 
protected areas. The suitability map of the wind farm was presented using Weighted Overlay 
analysis in a GIS environment. The findings indicate that the eastern and western parts of 
the Amhara region have good potential for generating renewable energy from the wind. The 
result is presented with a scale of 0 to 5 to represent the degree of suitability such as 
unsuitable, very low, low, moderate, high, and very high potential for wind farms. 

 
 
 
 

1. Introduction  
 

The development of renewable energy in the world is 
increasing as a result of population growth and 
industrialization (Adams, Klobodu, & Apio, 2018; DLA 
PIPER, 2021). 

Ethiopia is one of the fastest-growing countries in the 
eastern part of Africa, and its’ energy demand is 
increasing at an alarming rate due to the fast-growing 
economy and flourishing infrastructures. Despite the fact 
that Ethiopia has an enormous amount of renewable 
energy resources such as solar, hydro, wind, and 
geothermal, only a few amounts of its total hydropower 
potential is now utilized. As a result, traditional fuels 
(charcoal, fuel wood, dung cakes, and agricultural 
residues) account for the majority of energy 
consumption in the rural parts of Ethiopia, which brings 
significant health and environmental risks (Tiruye et al., 
2021). It has a renewable energy potential of up to 
45,000 MW from hydropower, 10,000 MW from wind, 
5000 MW from geothermal, and an average of 5.26 kWh 
per square meter per day from solar energy that has yet 
to be completely exploited (Asress, Simonovic, Komarov, 
& Stupar, 2013). 

Exploiting renewable energy alternatives boosts 
energy supply by shifting away from the usage of fossil 
fuels to fill the gap in electricity consumption in rural and 
urban areas. Renewable energy sources such as wind and 
solar produce little to no global warming emissions, 
reducing the use of fossil fuels and their adverse 
environmental effects. As a result, it is a viable option for 
generating electricity. Wind turbines and farms, have a 
variety of environmental and societal implications that 
must be properly investigated and evaluated (Kotb, 
Elkadeem, Elmorshedy, & Dán, 2020; Nasery, Matci, & 
Avdan, 2021). 

A Combination of Geographic Information System 
(GIS) and Multi-criteria Decision Making (MCDM) can 
help as a decision support tool to identify the most 
suitable places for wind. MCDM such as Best-Worst 
Method (BWM) approaches attempt to evaluate several 
criteria simultaneously and provide an optimal solution 
(Ecer, 2021; Tercan, 2021). 

The objective of the study is to identify a suitable 
locations for the wind farms using GIS with BWM in the 
Amhara region of Ethiopia. 
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2. Method 
 

In this study, the data such as wind speed, DEM, 
Land cover, administrative boundary, power grid line 
and protected areas were downloaded from different 
sources as indicated in Table 1.  

 
Table 1. Data and sources 

Data Sources 
Wind speed https://globalwindatlas) 
Digital 
Elevation 
Model (DEM) 

https://earthexplorer.usgs.gov
/ 

Land cover https://livingatlas.arcgis.com/l
andcover/ 

Administrative 
boundaries 

https://ethiopia.africageoport
al.com/ 

Power grid 
lines 

https://energydata.info/ 

Protected 
Areas 

https://data.apps.fao.org/ 

 
The database was constructed and the data 

downloaded from different sources were organized and 
managed in the GIS environment. Extraction of all the 
parametrical data within the intended area of interest, 
buffering, resampling, rasterization, surface analysis, 
reclassification at a given scale, and weighted overlay 
analysis were done to identify suitable wind farms 
location. In this study, the general workflow is illustrated 
in Figure 1. 
 

Problem definition and data collection  

Criteria identification 

Database construction

Spatial analysis
• Euclidean distance 
• Buffering 
• Surface analysis  
• Reclassification 

Criteria weights 
determination using 

BWM

Weighted overlapped map: Wind farm suitability map

 
Figure 1. General workflow of the study 
 
2.1. Location of the study area 
 

The study was conducted in the Amhara region in the 
northern part of Ethiopia Figure 2. The region is 
dominated by a chain of mountains, hills, and valleys 
ranging in elevation from 505 to 4529 meters above MSL 
(Abera & Abegaz, 2020) and has more than 6.8 m/s wind 
speed; Such geographical characteristics are suitable 
places for energy development from the wind.  

 
Figure 2. Location of the study area 
 
 
2.2. Criteria Determination 
 

The criteria for wind farm suitability analysis were 
determined based on recent literature (Ayodele, 
Ogunjuyigbe, Odigie, & Munda, 2018; Nasery et al., 2021; 
Pamucar, Gigovic, Bajic, & Janoševic, 2017; Szurek, 
Blachowski, & Nowacka, 2014; Tercan, 2021; Xu et al., 
2020; Zalhaf et al., 2022) and considering opinions of 
experts who dealt with similar problems. Based on 
literature and experts opinions eight criteria were 
determined and categorized as unsuitable, very low, low, 
moderate, high and very high as described in Table 2. 

Vector and raster datasets were clipped and masked 
with the area of interest respectively. Multi-buffer and 
Euclidean distance were used for proximity analysis. 
Based on the scale mentioned for each criterion in Table 
2, the criteria were reclassified and criteria reclassified 
maps were produced. The reclassified maps of the 
criteria are shown in Figure 3. 
 
2.3. Determination of weight of the Criteria 
 

Many criteria affect the location of a suitable   wind 
farms. However, each has a different weight that has 
significant to determine a suitable location for the wind 
farm. In this study, BWM has been used to determine the 
weights of criteria. In multi-criteria decision-making 
(MCDM) problems, BWM is one of the most successful 
approaches for determining the weights of criteria 
(Rezaei, 2016). The expert first determines the best (e.g., 
most desirable, most important) and worst (e.g., least 
desirable, least important) criteria, then compares the 
best criterion to the other criteria, and the other criteria 
to the worst criterion. The weights of the criteria can be 
computed using equation (1). 
 
Min 𝜉𝐿 such that 
 

|𝑊𝐵 − 𝑎𝐵𝑗𝑊𝑗| ≤ 𝜉𝐿 , 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑗 

|𝑊𝑗 − 𝑎𝑗𝑊𝑊𝑊| ≤ 𝜉𝐿 , 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑗 

                                                  ∑ 𝑊𝑗𝑗 = 1                   

𝑊𝑗   0, 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑗                                                       

(1) 

 
Where,  
aBj: preference for the best criterion over criterion j 

ajW: preference for criterion j over the worst criterion 
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Table 2. Selected criteria and description  

Criterion Description 

Wind speed 

One of the most important criteria for wind 
farming. The higher the wind speed the 
higher the wind power. Suitability categories; 
<3m/s (unsuitable), 3-4m/s (very low), 4-
5m/s (low), 5-6m/s (moderate), 6 -7m/s 
(high) and >7m/s (very high). 

Slope 

Wind farm construction, maintenance and 
installation are affected by the high slope. The 
higher the slope the higher cost of 
construction, and maintenance of wind farms. 
Suitability categories; >15% (Unsuitable), 12-
15% (very low), 9-12% (low), 6-9% 
(moderate), 3-6% (high) and 0-3% (very 
high). 

Aspect 

Slope orientation relative to the direction of 
the wind is an important criterion when it 
comes to making full use of the wind 
potential. Suitability categories; low (E,SE), 
moderate (N,NE,S,SW), and very high 
(W,NW,FLAT). 

Landcover 

Land cover is one of the critical factors for 
wind farm suitability analysis. Suitability 
categories; Water, crops, built-up area, cloud 
cover, and Trees as unsuitable, Flooded 
vegetation as moderate, Rangeland as high, 
and Bare ground as very high. 

Power grid 
lines 

Wind farms closed to power grid lines reduce 
the construction of new power grid lines. 
However, it has a negative effect on human 
health due to the electromagnetic field 
generated by power transmission lines. 
Suitability categories; <0.5km (unsuitable), 
60-90km (very low), 30-60 (low), 10-30km 
(moderate), 5-10km (high) and 0.5-5km 
(very high). 

Airports 

Wind farm closed to airports affects aviation 
routes, communication system and 
navigations, which leads to collisions. 
suitability categories; <3km (unsuitable), 50–
100km (very low), 20–50km (low), 10–20km 
(moderate), 5–10km (high), and 3–5 (very 
high).  

Protected 
areas 

Wind turbine noise and rotating blades 
influence animals’ and birds’ habitats. 
Suitability categories; <2000 (unsuitable) 
and >2000 (very suitable).  

Main roads  

Wind farms distance from the main roads has 
a positive and negative effect.  Wind farms 
closed to the main roads reduce 
transportation cost during construction, and 
reduce the cost of construction and 
maintenance of new roads. Whereas the wind 
farm is closed to the main roads, the roads 
negatively affect road transportation because 
of loud noises. Categories; <3km (unsuitable), 
50–100km (very low), 20–50km (low), 10–20 
(moderate), 5–10km (high), and 3–5km (very 
high). 

 
The weights and consistency of the criteria were 

computed using the BWM-Solver tool of Excel. The 
consistency ratio of decision-making ranges between 0 
and 1; completely consistent and completely inconsistent 
respectively. In this study, the value for high consistency 
is expected to be less than or equal to 0.41. The 
consistency ratio of four experts while computing the 

weights of criteria was 0.047, 0.081, 0.146, and 0.066; 
which indicate the consistency ratio within the 
prescribed acceptance limit. During the implementation 
of BWM, the Best criterion was wind for all experts. 
However, the worst criterion was different; expert 1 
selects the main roads, expert 2 and 3 select the 
protected areas, and expert 4 selects the airports as 
worst criteria. Based on the average weight of the criteria 
wind speed and protected areas were the best and the 
worst criteria respectively. Calculated weights of criteria 
by four experts as shown in Table 2. 
 

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

  
(g) (h) 

Figure 3. Criteria reclassified maps; (a) wind speed (b) 
slope (c) Aspect (d) land cover (e) power grid lines (f) 
airports (g) protected areas and (h) main roads 
 
3. Result and Discussion 
 

In this study, the wind speed was identified as the 
most important criteria for locating wind farms followed 
by slope, power grid lines, land cover, aspect, airports, 
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main roads, and protected areas. The wind farm 
suitability map was produced based on eight criteria 
using a weight overlay analysis. Figure 4 shows the wind 
farm suitability map produced using GIS with BWM. 
 
Table 2 Determined weight of criteria   

Criterion Exp.1 Exp.2 Exp.3 Exp.4 Average 

Wind speed 0.314 0.340 0.389 0.332 0.344 

Slope 0.180 0.141 0.041 0.199 0.140 

Aspect 0.120 0.105 0.059 0.133 0.104 

Land cover  0.120 0.105 0.107 0.100 0.108 
Power grid 
lines 0.090 0.105 0.178 0.080 0.113 

Airports 0.090 0.105 0.107 0.033 0.084 
Protection 
area 0.052 0.037 0.059 0.057 0.051 

Main roads 0.033 0.060 0.059 0.066 0.055 

Total  1.000 1.000 1.000 1.000 1.000 

 

 
Figure 4. Wind farm suitability map  
 

The generated wind farm suitability map using 
weighted overlay analysis is represented in the same 
value range (0 to 5) as the input reclassified criteria 
maps. The larger the values the more suitable the area for 
the location of the wind farm. The value for the criteria 
attributes which was considered as a constraint was 0. 

In the result, the most suitable locations have been 
identified and presented on a suitability map.   Areas that 
have pixel value equal to 5 (very high), 4 (high), 3 
(moderate), 2 (low), 1 (very low), and 0 (unsuitable). The 
suitable area for the wind farms is located in the eastern 
and western parts of the Amhara region. 
 
4. Conclusion  
 

The GIS-based wind farm suitability analysis model 
with BWM was developed and used to analyze the 

suitability of wind farm locations in the Amhara region 
by taking into account multiple criteria. The suitability 
analysis was based on eight criteria; wind speed, 
proximity to power grid lines, slope, aspect, land cover, 
protected areas, airports, and proximity to main roads. 
Experts’ opinions were used to determine the weight of 
the criteria. The study shows that BWM can be used in 
combination with GIS to determine the best location for 
wind farm development. In addition, the result of wind 
farm suitability analysis can be helpful for decision-
makers during sustainable land use planning, 
environmental management and protection. 
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 We employ Global Navigation Satellite Systems (GNSS) data to investigate the low latitude 
ionosphere variations over the African sector (Magnetic Latitude: 0.17°) during active and 
quiet magnetospheric conditions during solar maximum in March 2001. The relative Total 
Electron Content (rTEC) index is employed to detect the variations over the threshold of 
|rTEC| ≥ ±30%. We observe increases in the solar wind speed, the interplanetary magnetic 
field (IMF), and the geomagnetic SYM-H index during the abrupt changes detected in the 
ionosphere. On 9March 2001, an anomalous rTEC started at 5 h UT due to a short period of 
southward IMF Bz orientation. At 8h UT, a minimum SYM-H of -139nT was recorded under 
solar wind speed of 712 km/s, causing an rTEC disturbance. Results show that solar wind 
forcing during the prompt electric field drives positive storm-enhanced density and observed 
during early morning hours. 

 
 
 
 

1. Introduction  
 

The exact understanding of the ionosphere variability 
and its coupled variables and processes are very 
important for applications such as Global Navigation 
Satellite Systems (GNSS) navigation, positioning, and 
timing, radio communications, and Earth observation 
with remote sensing techniques (Calabia et al. 2021). 
Electrodynamic coupling between the magnetosphere 
and the high latitude ionosphere has significant impact 
on the low latitude ionosphere during geomagnetic 
storms (Sharma et al. 2020). 

This phenomenon is attributed to F-region 
thermospheric equatorward winds, which result from 
momentum force and joule heating of the upper 
atmosphere (Richmond and Roble, 1979). In addition, 
thermospheric winds enhance total electron content and 
can change the global distribution of atmospheric 
chemistry (Ansari et al., 2019).  

During geomagnetic storms, the low latitude 
electrodynamics are characterized by the disturbance 
dynamo electric field (DDEF) driving long-lasting effects 
on plasma distribution (Araki, 1985), and by the prompt 
penetration electric field (PPEF) that drives variations of 
shorter durations (Yamazaki and Kosch, 2015). The 

coupling between solar wind and the magnetosphere 
mainly occurs in the magnetic reconnection, and it 
results in ionospheric disturbances. However, the 
relationship between solar wind characteristics and the 
intensities of different geomagnetic storms is difficult to 
understand (Ji et al. 2010; Wang et al. 2003).  

Here, we present the low latitude ionosphere 
responses to solar wind forcing during active and quiet 
geomagnetic conditions under the solar maximum 
period of March, 2001. We employ GNSS data and space 
weather indices to elucidate the possible interrelations 
between parameters; these are briefly introduced in 
section 2. In section 3 our results are provided, and 
section 4 summarizes our conclusions. 
 

2. Method 
 

We employ GNSS data from the ground-based GPS 
station of UNAVCO to study the ADIS station at the low 
latitude of the African continent. Specifically, the ADIS 
station is located in Ethiopia at a geographical latitude of 
9.035° and longitude of 38.766°; the geomagnetic 
latitude (MLAT) is 0.17°. The data is available at the 
UNAVCO website (https://data.unavco.org) in RINEX 
format, where the slant total electron content (sTEC) is 
provided at 30s resolution. Here we convert sTEC to 

mailto:andres@calabia.com
http://igd.mersin.edu.tr/2020/
https://data.unavco.org/archive/gnss/rinex/
https://orcid.org/0000%20–0003%20–%203800%20–6080
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vertical TEC (vTEC) using the thin shell model of Seemala 
and Valladares (2011). Then, rTEC obtained with the 
following formula: 

rTEC =(TECstorm-TECquiet)/TECquiet       (1) 
 

The rTEC index in essential to exclude regular diurnal, 
seasonal, and solar-cycle effects (Pancheva et al. 2016). 
Daytime ionization is usualy associated with positive 
storms, and usually preceed the equatorial plasma 
fountain that is strengthen by the eastward prompt 
penetration of electric field (PPEF).  

In order to study the geomagnetic activity, we employ 
SYM-H and ASY-H obtained from Service 
International des Indices Géomagnétiques (http://isgi.u
nistra.fr/oi_data_download.php). We also employ the 
solar wind velocity, the interplanetary magnetic field 
(IMF) Bz component, the IEF, the planetary Kp index, and 
the AE index. These indices are available at the OMNI 
website (https://omniweb.gsfc.nasa.gov).  
 

3. Results 
 

Figure 1 shows the space weather indices under quiet 
magnetospheric conditions on 26 March 2001. Figure 2 
shows the space weather indices during storm 
conditions on 9 March 2001. The axes in both figures are 
arranged with the similar ranges in the y-axes. In figure 
2, we observe rTEC enhancements are observed from 0 h 
to 2 h UT which lasted approximately 3 h. At 3 h UT, rTEC 
show strong decrease, which is coincident with the IMF 
Bz > 0 and the eastward orientation of Ey. 

The minimum SYM-H reaches at 8 h UT with -139 nT, 
and the rTEC is 10%. The rTEC started to increase from 5 
h UT reaching 30% limit at 10 hUT. At 12 h UT, the solar 
wind velocity shows a maximum of 741 km/s and the 
SYM-H is -115nT. Then, from 16-17 h UT, another clear 
positive anomaly is seen.  

These positive fluctuations result from combined 
effects of thermospheric winds and electric fields 
observed during the time 19 h UT. At 8 h UT, rTEC 
reaches the-30% limit, showing a clear negative storm. 
This abrupt effect may be associated with changes in 
thermospheric composition. 

TEC anomalies observed through the deviation of 
quiet from geomagnetic storm time causes magnetic field 
disturbances and likely occured during solar wind 
shockwaves that interects with Earth’s magnetosphere.  

The behavior of the ionosphere during the storm is 
determined by several electrodynamics and chemical 
actions and affected by solar wind forcing through 
magnetosphere-ionosphere coupling.  
 
4. Discussion 
 

The effect of IEF as motional electric field causes 
magnetospheric disturbance in the form of PPEF. This 
appears after electric fields are being inserted by solar 
wind forcing to the magnetosphere. The PPEF has 
eastward (westward) polarity during dayside/nightside 
and causes plasma enhancements/depletions.  

We identified the horizontal disturbance of magnetic 
activity with Kp and the AE indices. Enhanced currents 
seem to flow below and within the auroral oval.  

The rTEC values clearly show and detectthe 
anomalies above selected thershold (30%). The solar 
wind forcing along with the other variables are 
clearlydrivers of TEC anomalies.  

The PPEF during IMF Bz < 0 strengts ionospheric 
zonal electric fields and weakens during Bz > 0.   

PPEF as phenomenon of electric fields transmissions 
to the motion of particles in the magnetosphere, the 
auroral electroject (AE) and neutral atmosphere motions 
by DDEF has remained the equatorial ionosphere 
electrodynamic coupling with the high latitude 
ionosphere during geomagnetic storms.  

The short-term changes in the Earth’s magnetic field 
are largely impose by solar wind and can have direct 
response. It is likely seen that electric currents in space 
dominate in storms and serves as one major factor for 
vertical electrodynamics drift that influnces the growth 
rate of Rayleigh-Taylor Instability observed mainly 
during morning hour in this present analysis.  

The main results of this study showed that small 
variations in magnetic field due to the forcing of solar 
wind are able to modify the dynamics of the low latitude 
ionsopere.  
 
5. Conclusion 
 

We have investigated ionospheric TEC anomalies 
during the storm of 9 March 2001 using the rTEC index 
and space weather indices. We employ relative TEC to 
study solar wind forcing to the low latitude ionosphere 
during both storm and quiet conditions. Our findings are 
summarized as follows: 
 

• The rTEC anomaly was observed early morning 
hours and that corresponds to the eastward 
PPEF that indicates dayside plasma uplift.  

• rTEC enhancements and depletions are difficult 
to separate from the effect of PPEF and DDEF 
and needs further investigation.  

• Solar wind forcing indicated major driver of TEC 
during both storm and quiet conditions.  

• At 8h UT a minimum SYM-H of -139nT was 
recorded under solar wind speed of 712 km/s, 
causing an rTEC disturbance.  

 
The relations between solar wind and its interaction 

with different variables under different geomagnetic 
stormsrequire further investigation to observe the 
effects in the ionosphere. 
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Figure 1. Space weather indices (a-f) and TEC (g) under 
magnetospheric quiet conditions (26 March 2001). 
Ranges in y-axes are set to be compared with Figure 2. 

Figure 2. Space weather indices (a-f) and rTEC (g) under 
magnetospheric storm conditions (9 March 2001). 
Ranges in y-axes are set to be compared with Figure 1. 

 
 
References  

 
 

Ansari, K., Park, K. D., Panda, S. K. (2019). Empirical 
Orthogonal Function analysis andmodeling of 
ionospheric TEC over South Korean region. Acta 
Astronaut. 161, 313–324. 

Araki, T., Allen, J.H., Araki, Y. (1985). Extension of a polar 
ionospheric current to the nightsideequator. Planet. 
Space Sci. 33(1), 11–16. 

Calabia, A, C Anoruo, S Munawar, C Amory-Mazaudier, Y 
Yasyukevich, COwolabi,and S Jin (2021), Low-
Latitude Ionospheric Responses and Coupling to the 
February 2014 Multiphase Geomagnetic Storm from 
GNSS, Magnetometers, and Space Weather Data. 
Atmosphere, 13, 518. Doi:10.3390/atmos13040518. 

Ji E.-Y., Moon Y. J., Kim K. H. & Lee D. H. (2010). Statistical 
comparison of interplanetaryconditions causing 
intense geomagnetic storms (Dst ≤ −100 nT). Journal 
of GeophysicalResearch (Space Physics) 115 A10232. 

Pancheva, D., Mukhtarov, P., Andonov, B. (2016). Global 
Structure of Ionospheric TEC Anomalies Driven by 

Geomagnetic Storms, Journal of Atmospheric and 
Solar-Terrestrial Physics, 145, 170-185, 
https://doi.org/10.1016/j.jastp.2016.04.015. 

Richmond, A.D., Roble, R.G. (1979). Dynamic effects of 
aurora-generated gravity waves on themid-latitude 
ionosphere. J. Atmos. Terr. Phys. 41(7–8), 841–852. 

Seemala, G. K., & Valladares, C. E. (2011). Statistics of total 
electron content depletionsobserved over the South 
American continent for the year 2008. Radio Science, 
46, RS5019. doi:10.1029/2011RS004722. 

Sharma, S. K., Singh, A. K., Panda, S. K. et al. (2020). The 
effect of geomagnetic storms on the total electron 
content over the low latitude Saudi Arab region: a 
focus on St. Patrick’s Day storm. Astrophys Space Sci 
365, 35.  https://doi.org/10.1007/s10509-020-
3747-1. 

Yamazaki, Y., Kosch, M. J. (2015). The equatorial 
electrojet during geomagnetic storms and substorms. 
J. Geophys. Res. Space Phys. 120(3), 2276–2287. 

 

 
 

https://doi.org/10.1007/s10509-020-3747-1
https://doi.org/10.1007/s10509-020-3747-1


* Corresponding Author Cite this study 

*(ulku.kirici@omu.edu.tr) ORCID ID 0000 – 0002 – 3569 – 4482 
 (ysisman@omu.edu.tr) ORCID ID 0000 – 0002 – 6600 – 0623 
 

 

Yıldırım, U. K., & Şişman, Y. (2022). Using the Firefly algorithm for geoid determination. 
4th Intercontinental Geoinformation Days (IGD), 306-309, Tabriz, Iran 
 

 

4th Intercontinental Geoinformation Days (IGD) – 20-21 June 2022 – Tabriz, Iran 
 

 

 

 

4th Intercontinental Geoinformation Days  

 

igd.mersin.edu.tr 

 
 
 

Using the Firefly algorithm for geoid determination 
 

Ulku Kirici Yildirim*1 , Yasemin Sisman 1  

 
1Ondokuz Mayıs University, Engineering Faculty, Department of Geomatics Engineering, Samsun, Türkiye 
 
 
 
 

Keywords  Abstract 
Geoid determination 
Least absolute value method 
Metaheuristic algorithm 
Firefly algorithm 

 

 The geoid is a mathematically complex surface. For years’ geoid determination has been the 
topic of geomatics engineering. There are many methods for Geoid Determination, such as 
Polynomial Interpolation, kriging interpolation, and The Least Square Collocation etc. Outlier 
measurement have a corruptive effect on parameter estimation. There are two methods that 
are frequently used for the determination of outlier measurement, in geomatics engineering. 
These are The Least Square Method and The Least Absolute Value Method. These methods 
have advantages and disadvantages over each other. Also nowadays, very complex problems 
can be solved with methods such as the rapidly developing Artificial Intelligence and Machine 
Learning Technologies with Metaheuristics Algorithm for obtaining a close to optimum 
solution. There are many metaheuristic algorithms developed and used nowadays. One of 
them is the Firefly Algorithm. In this study, the usability of the firefly algorithm was tested to 
determine the outlier measurement in the geoid determination process. 

 
 
 
 
 
 

1. Introduction  
 

In applied sciences, the parameter estimation is made 
using adjustment procedure, because the measurements 
number is more than the of unknown’s number.  in order 
to increase the accuracy and precision obtained from 
measurements and the results of measurements. The 
objective of adjustment are to find out the most suitable 
and highest probability value of the unknowns and 
unknown functions without leaving out any 
measurement from measurement groups (Wang, 1992).  
Geoid determination also has an important place in 
Geomatics applications. In geodetic applications, 
elevation is measured with reference to the surface of a 
geoid as orthometric height. Ellipsoidal height is 
measured with GPS. Hence, GNSS-derived ellipsoidal 
heights must be transformed into orthometric heights. 
There is a mathematical relationship between these 
heights (Heiskanen, 1967). 

Metaheuristic algorithms have become popular in 
finding the best in recent years and are still used in many 
optimization problems (Canayaz, 2015). Its use in 
Geomatics studies has just begun. 

In this study, point cloud data consisting of 333 points 
concerning to Samsun province in Turkey was used. 

Point cloud data was processed using the Cloud Compare 
program. The surface model of the point cloud was 
created using a 2nd degree polynomial. Outlier 
measurements were determined using The Least 
Absolute Value Method (LAV) and Firefly Algorithm (FA) 
method.  
 

2. Method 
 

2.1. Geoid determination and outlier measurement 
 
 

The geoid is a complex surface and formed by the 
combination of the points have got zero potential value. 
The geoid determination is the most important problem 
in the earth. Because the geoid does not represent a 
regular shape. Local geoid determination studies aim 
was to determine a local geoid using the geoid 
determination methods for example Polynomial 
Interpolation Method (Akar, Konakoğlu, & Akar, 2022). 

The polynomial technique is based on the 
determination of polynomial surface. The surface used to 
determine the geoid is generally expressed in high 
degree polynomials with two variables (Kirici & Sisman, 
2017). The orthogonal polynomials can be represented 
are as follow; 

http://igd.mersin.edu.tr/2020/
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Polynomial equation can be written for 2nd order 
polynomial is as follow; 
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If the number of measures is greater than the 

unknown number in a problem, adjustment calculation is 
made for a univocal solution (Montgomery, Peck, & 
Vining, 2021). Adjustment is a means of obtaining unique 
values for the unknown parameters to be determined 
when there are more observations than actually needed; 
statistical properties may be determined as by products 
(Ogundare, 2018). A few methods have been developed 
to adjustment calculation. Although, the least square 
adjustment is known methods, the LAV method is one of 
the oldest robust methods. 
 
2.1.1. The least absolute value method 
 

The Least Absolute Value Method (LAV) developed by 
Laplace. To determine the unknown parameters in the 
adjustment measurement, a solution is made according 
to an objective function. LAV method solves with ‖𝑝𝑣‖ =
[𝑃|𝑣|] = 𝑚𝑖𝑛 objective function (Sisman, Sisman, & 
Bektas, 2013) 

In this method direct solution is not possible. The 
solution can be found as trial and error or linear 
programming problem. New unknowns are as follows for 
linear programming (Sisman, 2010).  
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The detail of LAV can be found in (Dielman, 2005) 
 
2.2. Metaheuristic algorithm  
 

Metaheuristic algorithms appear as comprehensive 
algorithms that are above heuristics and decide which 
method to use in solving problems. Metaheuristics have 
developed dramatically. (Osman & Kelly, 1997). In order 
for Metaheuristic algorithms to be usable, they must 
meet certain criteria. At the beginning of these criteria 
are the closeness of the solutions they found to the 
optimum value and the time they spent in obtaining these 
solutions. The fact that the algorithms are coded in a way 
that can be understood by everyone and provides ease of 
analysis is also an important factor in the selection of 
algorithms (Canayaz, 2015). There are many different 
metaheuristic algorithms in the literature. These are; 
Firefly Algorithm, Genetic Algorithm (Banzhaf, Nordin, 
Keller, & Francone, 1998), Shuffled Frog Leaping 
Algorithm (Eusuff, Lansey, & Pasha, 2006), Particle 

Swarm optimization (Lazinica, 2009), Ant Colony 
Optimization(Maniezzo, Gambardella, & Luigi, 2004) etc.  
  
2.2.1. Firefly algorithm 
 

Firefly Algorithm (FA) was developed by Xin She Yang 
(Yang, 2010b). This algorithm was based on the flashing 
patterns and behavior of fireflies. This method generally 
has three rules. 

• Fireflies are unisex so that one firefly will be 
attracted to other fireflies regardless of their sex. 

• The attractiveness is proportional to the 
brightness, and they both decrease as their distance 
increases. Thus, for any two flashing fireflies, the less 
bright one will move towards the brighter one. If there is 
no brighter one than a particular firefly, it will move 
randomly. 

• The brightness of a firefly is determined by the 
landscape of the objective function (Yang & He, 2013). 

 
In the FA, there are two important issues: the 

variation of light intensity and formulation of the 
attractiveness. For simplicity, we can always assume that 
the attractiveness of a firefly is determined by its 
brightness or light intensity which in turn is associated 
with the encoded objective function. In the simplest case 
for maximum optimization problems, the brightness 𝐼 of 
a firefly at a particular location x can be chosen as 
𝐼(𝑥)/𝑓(𝑥). However, the attractiveness _ is relative, it 
should be seen in the eyes of the beholder or judged by 
the other fireflies. Thus, it should vary with the distance 
𝑟𝑖𝑗  between firefly 𝑖 and firefly 𝑗. As light intensity 

decreases with the distance from its source, and light is 
also absorbed in the media, so we should allow the 
attractiveness to vary with the degree of absorption 
(Yang, 2010a). 

The light intensity 𝐼(𝑟) varies with distance r 
monotonically and exponentially (Farahani, Abshouri, 
Nasiri, & Meybodi, 2011). That is; 
 

reII −= 0  
 

As firefly attractiveness is proportional to the light 
intensity seen by adjacent fireflies, we can now define the 
attractiveness by β of a firefly. 
 

2

0

re  −=
 

  = light absorption coefficient 

ijr
 = distance between two fireflies 

jiij xxr −=
 

 
         The movement of the ith firefly towards the jth firefly, 
which is more attractive (Değertekin, Lamberti, & Ülker, 
2015); 
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Here,  is random selection parameter, 𝑟𝑎𝑛𝑑 is 

random number. 
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2.3. Case study 
 

In this study, a point cloud that contains 333 points, is 
used as a data set. The distribution of points with known 
x, y and h values is shown in Figure 1. 
 

 
Figure 1. Data set distribution 
 

At first, by using point cloud, surface model was 
created with 2nd degree polynomial equation according 
to LAV, which is one of the classical testing methods, then 
the outlier measurements were determined on this 
surface. After these steps, the Firefly algorithm, which is 
one of the metaheuristics algorithms, is applied to the 
same data set, and outlier measurements were 
determined with this method. 
 

3. Results  
 

LAV method determines 69 of 333 points as an 
outlier. This means that the 69 points do not belong to 
the surface and the surface belongs 264 points. Figure 2 
shows the distribution of the outliers which are found by 
the LAV method. 
 

 
Figure 2. Outiler points of the LAV Method 
 

Firefly Algorithm was applied to the data set and 50 
of 333 points were determined as an outlier with this 
method. According to the firefly, the surface consists of 
283 compatible points (Figure 3). 
 

 
Figure 3. Outlier points of the Firefly Method 
 
 

4. Discussion 
 

As a result of LAV, 69 points were determined as an 
outlier while in the firefly algorithm 50 points were 
determined. When the points found in common by both 
methods are observed, it is seen that 21 points are 
common. Common points found by the two methods are 
shown in Figure 4. 
 

 
Figure 4. Common points 
 
 
 

5. Conclusion  
 

When the intersection points are examined, it is seen 
that they cover each other at the rate of 42%. The fact 
that the metaheuristic approaches, which is a modern 
method, gives consistent results with the results 
obtained with classical methods, reveals the usability of 
these methods in the field of geomatics engineering. 
Metaheuristic algorithms have limited use in geomatics 
fields, they are not widely used in geoid determination 
yet. In this study, the usability of the firefly algorithm in 
geoid determination was tested. In future work, this 
application can be improved by expanding the study area 
or by comparing the results with different methods. 

Thesis should be written as Master’s Thesis or 
Doctoral Thesis in the reference list. 
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 Nowadays, the quick development of technology and the increase in migration from rural 
areas to urban areas have transformed cities into populous living places. With the increasing 
population, urbanization ratio and changing consumption habits, natural environment and 
energy problems are expanding in cities. These problems that arise in the cities not only 
negatively affect the economic and social life, but also affect the welfare of the people living in 
the city and bring many problems for local governments. With the unplanned urbanization 
and the environmental problems, solid waste landfill sites have started to stay within the 
settlement areas. GIS and MCDM have become an effective and important tool in solving 
environmental and spatial problems as well as in many other problems. With the integration 
of GIS and MCDM, suitable site selections can be made in terms of economic and environmental 
aspects. For this purpose, in this study; Solid waste landfill site selection study was carried out 
for Niğde province by using Analytical Hierarchy Method (AHP) and Geographic Information 
Systems (GIS). In this context, 9 evaluation criteria such as elevation, slope, geology/lithology, 
land use, proximity to roads, distance to settlements, protected areas, rivers and water 
surfaces were used to determine potential solid waste landfill areas.   

 
 
 
 

1. Introduction  
 

Undesirable materials that consist in all fields of life 
and arise as a result of human and other activities, which 
cannot be completely removed, but can be disposed of in 
the best possible way with various methods and efforts, 
are defined as solid waste (Işıldar, 2018). The increase in 
human population and related human activities in 
developing countries has expedited urbanization 
(Sumathi et al. 2008). As a result of increasing 
population, migration from rural areas to cities, changes 
in consumption patterns, economic growth, increase in 
income, urbanization and industrialization, solid waste 
production and its diversity have increased and the 
negative effects of this rapidly increasing waste on the 
environment have turned into a problem that cannot be 
neglected (Aydın, 2007, Ngoc and Schnitzer, 2009; Güler 
and Yomralıoğlu, 2017). 

Urban solid waste management, which is an 
environmental issue, is a sensitive area in the world 
countries and can be described as the try to dispose of 
wastes with the optimum method that does not damage 
the environment, aid by the local community that 
straightly under effect of the solid waste program in the 

region (Güler, 2016; Işıldar, 2018). Inappropriate solid 
waste management can cause significant health and 
environmental issues. Therefore, in order to avoid such 
issues, solid waste disposal methods and environmental 
effects should be handled sensitively in the solid waste 
management (Karagiannidis and Moissiopolous, 1997; 
Pires et al. 2010; Şener et al. 2010; Bilgilioğlu et al. 2022). 

Solid waste management system is a complex and 
multidisciplinary problem that thoroughly examines 
technical, social and economic factors in terms of 
recycling and sustainability. Site selection studies for a 
solid waste landfill is a complicated process that requires 
the processing of large amounts of spatial data. While 
determining the site selection criteria; In general, 
restrictive parameters such as land cover, geological 
formation, administrative borders, surface waters, 
highway are used (Sadek et al. 2006; Şengün et al. 2018; 
Ciritçi and Türk, 2019). The integration of rapidly 
developing Geographic Information System (GIS) and 
MCDM models is a suitable method in studies that 
require appropriate site selection and similar spatial 
analysis. The GIS-based MCDM approach provides 
important contributions to decision makers in making 

http://igd.mersin.edu.tr/2020/
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appropriate site selection decisions, in terms of better 
understanding the problem, identifying the risks to be 
encountered and interpreting the results (Chen et al. 
2001; Bilgilioğlu, 2022).  

Within this scope of study; using the Geographical 
Information Systems (GIS) and Analytical Hierarchy 
Method (AHP), which is one of the and multi-criteria 
decision making (MCDM) methods, the appropriate 
location for the solid waste disposal site and the 
suitability of the existing solid waste storage area were 
investigated in Niğde province. For this purpose, 9 
criteria were used in the determination of potential solid 
waste disposal sites, including elevation, slope, 
geology/lithology, land use, proximity to roads, distance 
from settlements, protection areas, rivers and water 
surfaces. 
 

2. Method 
 

MCDM is a tool that consent to determine the best 
choice between the criteria that are evaluated more than 
one and simultaneously. The purpose of using MCDM 
methods is to make the decision-making mechanism easy 
and fast in situations where the number of options and 
criteria is high (Huang et al. 2011; Rezaeisabzevar et al. 
2020). With the progression of Geographic Information 
Systems (GIS), different MCDM methods have found 
application in solving spatial problems. These methods 
offer a broad field of applications like, land suitability 
mapping, site selection studies, planning in urban and 
regional scale. (Uyan and Yalpır, 2016). 

Among the many MCDM methods used, which model 
selection will be most appropriate and which model is 
the most suitable for the decision maker depends on the 
issue to be solved (Uyan, 2011). AHP is an effective 
approach to decision making and is definitely the most 
widely used MCDM method. (Dehe and Bamford, 2015). 
AHP, used as a decision analysis tool, is a mathematical 
method evolved by Saaty in 1970s as a model to analyze 
complex decision problems with multiple criteria (Saaty, 
1980). In this study, in order to determine the most 
suitable location for the solid waste disposal site, the 
evaluation criteria were weighted using the Analytical 
Hierarchy Process (AHP) technique, which is one of the 
MCDM techniques and is frequently used in the 
literature.  

 
2.1. Study area 

 
Niğde is located in the southeast of Turkey's Central 

Anatolia Region and its altitude is 1,229 m above sea 
level. Niğde province, whose neighboring provinces are 
Aksaray, Kayseri, Nevşehir and Konya, is separated from 
the province of Mersin by the Bolkar Mountains in the 
south, and from the province of Adana by the natural 
borders formed by the Aladaglar in the southeast and 
east (Figure 1; Soydan 2021). 

Thermal resources, archaeological sites, rich 
historical texture, natural beauties, mountain and winter 
tourism opportunities are important factors that make 
the city a tourism center. Niğde Province has a 
population of 363,725 in 2021 and has an area of 
approximately 7312 km2. Central Anatolia’s typical 

continental climate is also seen in Niğde province (SERM 
2020). 

 

 
Figure 1. Study area 
 
3. Results and Discussion 
 

Comparison matrix for all criteria was created and the 
values obtained by calculating the importance levels of 
the criteria using AHP are given in Table 1. The pairwise 
comparison matrix was obtained using the opinions of 
experts in the field and previous literature studies. Since 
the Consistency Ratios (CT) obtained in the comparison 
matrices created in the AHP (0.0437) were below the 
desired value (0.10), the comparisons were considered 
to be consistent. All the data used in the evaluation were 
converted to the UTM 36-3 projection coordinate system 
and the pixel size was taken as 20 m in the study. 
 
Table 1. Criteria weights 

Criteria Weight 

Elevation 0.051 

Slope 0.162 

Lithology 0.130 

Land use 0.074 

Proximity to roads 0.091 

Distance from settlements 0.114 

Distance from protection areas 0.032 

Distance from rivers  0.158 

Distance from water surfaces 0.188 

 
 

The criteria weights given in Table 1 show the 
importance of these criteria at the suitable site selection 
process. In this context, it has been determined that the 
criteria of Distance from water surfaces, rivers and slope 
are more important in the selection of landfill site 
selection, while the criteria of Distance from protection 
areas, elevation and lands use are less important.  
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The maps of each normalized criteria are given in 
Figure 2. In Figure 2, the areas shown in red represent 
very low suitable areas for the solid landfill disposal site, 

while the areas shown in dark blue indicate very high 
suitable areas. 
 

 

 
Figure 2. Evaluation criteria; a) Elevation b) Slope c) Lithology d) Land use e) Proximity to roads f) Distance from 

settlements g) Distance from protection areas h) Distance from rivers i) Distance from water surfaces 
 

According to the analysis result, the study area; 
classified into 5 classes as very low suitable, low suitable, 
moderate suitable, high suitable and very high suitable 
and are shown in Figure 3. It is seen that central districts 
such as Altunhisar and Çamardı are more suitable areas 
for the construction of solid waste landfill sites compared 
to other regions. In addition to this, the existing solid 
waste storage facility in Niğde is located in a region that 
is considered very low suitable and low suitable 
according to the findings obtained from this study. This 
facility, which started its operations in 2013, is located in 
an area very close to the city with the expansion of Niğde 
province over the years. The study conducted by Ertunç 
et al. (2019), it is determined that the existing solid waste 
landfill site can affect the urban area negatively. 
Therefore, when the findings obtained from this study 
are compared with other similar studies (Öcal, 2010; 

Ertunç et al. 2019) carried out in the region, it is seen that 
the results are similar to each other.  
 
 
4. Conclusion  
 

In this study, site selection analyzes were carried out 
by combining GIS and AHP methods to obtain potential 
solid waste landfill sites in Niğde city. For this purpose, 
nine criteria were selected for the site selection study 
and after determining the weights of these criteria with 
the aid of AHP method, a suitability map was created. 
When the produced suitability map is examined, it has 
been determined that the city center of Niğde and 
existing solid waste facility is located in very low suitable 
area and the districts of Altunhisar and Çamardı are more 
suitable areas for the new facility to be constructed. 
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Figure 3. Solid waste landfill site suitability map of Niğde 
city 
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 With the increasing volume of spatial data generated by a variety of spatial data recording 
tools such as smartphones, the importance of geometric simplification approaches has 
become more and more over time. The goal of geometric simplification is to achieve more 
summarized and less complex features. It provides an algorithm that results in terms of 
geometric properties such as area, perimeter, and angles  being more similar to the primary 
feature. Algorithms with lower accuracy select consecutive subsets of primary points. As a 
result, some points of the geometric shape are completely ignored. While the results of 
methods such as least squares (LS) are more accurate in geometric simplification. Also, most 
geometric simplification algorithms of linear features focus on points in their processes and 
ignore the edges. Therefore, in this study, to improve the accuracy of geometric simplification 
accuracy, the effect of Steiner points on Douglas Poker (DP), LS, and a combination of them 
(DP-LS) was investigated. For this purpose, the trajectory recorded in Einali Mountain of 
Tabriz was used. The results showed that the use of Steiner points on average led to an 
improvement of 3.46% angle changes, 914941 m2 area difference, 2.66% curvature similarity, 
and 0.36% node reduction in DP-LS and LS methods. 

 
 
 
 
 
 

1. Introduction  
 

With the advancement of technology and the 
equipping of smartphones with microchips of the Global 
Positioning System (GPS), huge volumes of data begin to 
be generated (Laurila et al., 2012). Many users use them 
in various applications such as finding places, events, 
restaurants and shops, and so on. The popularity of these 
devices has led to an increasing amount of trajectory data 
(Muckell et al., 2011), which can be used to determine the 
mobility of people, traffic network zoning, traffic 
detection, social anxiety, extracting interesting and 
scenic places for the tourism industry (Williams & Kemp, 
2020). In addition, it is used in updating the roads and 
obtaining the boundaries of different areas and buildings 
(Shu et al., 2020). 

Trajectory data is so large in the initial state that, 
according to the research findings, if trajectory 
constituents are collected at 10-second intervals, one 
gigabyte of storage capacity is needed to store more than 
4,000 objects in a given day without data compression 

(Meratnia & Rolf, 2004). By increasing the volume of data 
storage, the transfer of this information becomes very 
costly and reduces user satisfaction and reduce their use.  

Different methods of data simplification are used to 
reduce data volume and thus increase the speed of 
processing (Sun et al., 2016). One type of simplification 
method that can be applied to trajectories data, is a 
geometric simplification, which is usually applied to the 
geometric properties of linear and polygonal features 
(Ying et al., 2003). Linear and polygonal features are a set 
of nodes that are connected to each other by the edges 
that enable each connection between the two nodes, 
respectively. 

During the process of geometric simplification of 
these features, the number of nodes decreases and 
therefore the volume of data is reduced, which can be in 
two main ways, including selecting nodes from the 
primary nodes of the features or producing nodes with 
coordinates different from the original shapes (Renjian 
et al., 2009). 

http://igd.mersin.edu.tr/2020/
https://orcid.org/0000-0001-7749-3534
https://orcid.org/0000-0001-6225-0433
https://orcid.org/0000-0002-6281-9009
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Different methods are used to reduce the volume of 
data with different accuracy. Accuracy refers to the 
degree of proximity of the simplified feature to the main 
feature in the real world, which can be examined from 
various perspectives such as geometric similarity, 
semantic, and spatial relationships (Wang et al., 2015). 

It is important that most geometric simplification 
algorithms try to select a subset of the primary nodes 
(Song & Miao, 2016) so the final geometry of the 
algorithm output does not have any effect from the 
deleted nodes. However, a number of algorithms, 
implemented mainly on the basis of least squares (LS), 
examined the effect of all primary nodes on the final 
geometry of the simplified feature. Thus, more accurate 
estimates of the original geometry of the features have 
been obtained (Tong et al., 2015). However, it can be seen 
that these algorithms in the processing are mostly 
focused on nodes whereas  edges are also a major part of 
the features. 

Therefore, in this study, in addition to nodes, edges 
were also considered and this was done with the help of 
Steiner points.  Steiner points are known as points that 
are not part of the primary feature. These points could be 
added to solving a geometric optimization problem, to 
create a better solution. For example, Steiner points have 
been used to construct triangulations with better angles 
and total line length. In the context of feature 
simplification, the offered Steiner points can allow for 
less displacement than popular algorithms that do not 
have Steiner points (Kronenfeld et al., 2020). 

In this study, the least squares (LS), Douglas Poker 
(DP), and the least squares and Douglas Poker (DP-LS) 
algorithms were compared and the effect of Steiner 
points on the simplification process was evaluated.  

LS method is the most well-known regression 
analysis technique. It is utilized to solve problems in 
which the quantity of observations is more than the 
quantity of unknowns. One of the most important 
applications of the least squares process is fitting lines 
and curves to points, so it was used in this study to fit a 
line to each of the features’ segments (Ghilani & Wolf, 
2006). 

The main goal of DP method is to select and maintain 
a few mainline points. In other words, the deleted points 
are completely ignored in DP and have no effect on the 
simplified features (Douglas & Peucker, 1973). 

The DP-LS simplification method is based on DP and 
line-fitting algorithm, and the area and length of the 
feature lines are kept constant before and after feature 
simplification by using LS method. In this model, first, the 
nodes are selected by DP, then the points between them 
(unselected points) are not deleted. Rather, lines with the 
LS are fitted to these points. By doing this, the effect of 
the arcs is more than the DP method in the simplified 
features. According to the geometry features of these 
lines, three condition equations are calculated including 
area, length, end-vertexes identical, and fixed-point 
condition equation. The results of the research show that 
the DP-LS model is feasible to ensure the data quality in 
the simplification process (Xiaohua & Gusheng, 2004). 

To implement the idea of this research, the 
trajectories recorded in the Einali Mountain (in north of 
Tabriz, Iran), which were long and complex trajectories. 

2. Method 
 

To evaluate the proposed model of this research, 
two trajectories were selected from the Einali Mountain, 
Tabriz, East Azarbaijan Province, Iran (Figure 1). The 
reason for choosing this region was the long and complex 
trajectories of this area. 
 

 
Figure 1. The study area of research, trajectory 1 (right) 
and trajectory 2 (left) 
 

To investigate the effect of Steiner points on the linear 
features simplification, DP, DP-LS, and LS algorithms 
were applied to two different trajectories with three 
different thresholds of 1, 10, and 50 meters each. Each of 
the models was implemented once in the presence of 
Steiner points and again without them. Finally, 18 
different models are obtained for each trajectory. The 
following describes how to create Steiner points on 
linear effects. 

First, duplicate nodes must be removed from the 
trajectory. This will remove the zero edges. Steiner 
points are created on the edges of the trajectory at 
intervals of half the size of the shortest edge (Lmin). 
Therefore, it can be ensured that there is at least one 
Steiner point on each edge. If the edge length (Li) is not 
divisible by Lmin / 2, then the distance of the Steiner 
points (Ds) for that edge is calculated according to 
Equations (1), (2). 
 

𝑛 = ⌊
2 × 𝐿𝑖
𝐿𝑚𝑖𝑛

⌋ (1) 

 

𝐷𝑠 =
𝐿𝑖
𝑛

 (2) 

 
 

According to this approach, creating Steiner points is 
a kind of preprocessing to perform the geometric 
simplification of linear effects, because the algorithms 
themselves remain unchanged and only the inputs 
change. In this study, the results are evaluated using five 
different indicators. These indicators are described 
below. 

1. Area difference (I1): By connecting the start and end 
of linear features, a polygon is obtained whose area can 
be calculated. The absolute value of the area difference of 
a linear feature, before (A0) and after simplification (A), 
is used as the area difference index. The lower the value 
of this index, the better the simplification. 

2. Reduction percentage of vertices number (I2): 
Simplification of Polylines geometry is done with the aim 
of reducing the number of vertices and thus reducing the 
storage volume, and the higher the percentage of vertex 
reduction, the better the simplification is considered. 
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3. Percentage of average curvature similarity (I3): The 
value of average curvature is obtained by dividing the 
sum of the feature geometry angles by the sum of the 
lengths of all its edges. The percentage similarity of the 
mean curvature is calculated according to Equations (3). 
 

𝐼3 = 100 ×
|𝑀𝐶 −𝑀𝐶0|

𝑀𝐶0
⁄  (3) 

 
The mean curvature of the primary feature (MC0) and 

simplified feature (MC) are obtained by dividing the sum 
of the angles by the sum of the lengths of their edges. 

4. Percentage of changes in angles (I4): This index is 
equal to the ratio of the sum of the angles of the simplified 
feature (Ang) to the sum of the angles of the primary 
feature (Ang0) multiplied by 100. The higher the value of 
this index, the better the simplification. 

5. Median Housdroff distance similarity (I5): In this 
index, the minimum distance of each point of the primary 
polyline from the simplified polyline (Dp-p0) and vice 
versa (Dp0-p) is calculated. The smaller the distance, the 
better the simplification. 

These five indicators and simplification algorithms 
DP, DP-LS, and LS, as well as the function required to 
create Steiner points, were implemented in the Python 
programming environment using the QGIS software API. 
In the next section, the implementation results are 
presented. 
 
3. Results  
 

After applying DP, DP-LS, and LS algorithms, 
simplified trajectory outputs were generated for 
different models. For example, trajectory 1 output with a 
threshold of 10 meters and trajectory 2 output with a 
threshold of 50 meters are shown in Figure 2 and Figure 
3, respectively. 

The similarity of all simplified shapes is that the 
distance of any point from them to the original feature is 
not more than the specified threshold. Therefore, by 
considering the threshold for all three algorithms 
equally, their performance can be evaluated by 
indicators. The evaluation results based on the five 
mentioned indicators are shown in Table 1. 

According to Table 1, the values of the five evaluation 
indicators for the DP algorithm did not change before and 
after the use of Steiner points. Therefore, it can be 
concluded that the use of Steiner points has no effect on 
the performance of the DP algorithm. As mentioned, the 
DP algorithm only uses distance to simplification. In each 
iteration, it selects and holds the point farthest from the 
line connecting the other two points. For each edge, the 
start or end point is always selected and the Steiner 
points between them are eliminated. In the DP method, 
the summarized nodes are always a subset of the primary 
nodes, so the I5 index for this method will always be zero. 

Since the DP-LS method uses the DP method at the 
start of the operation, the reduction percentage of its 
points is similar to the DP method, according to Table 1. 
Therefore, whether or not Steiner points are used, 
combining LS with DP has no effect on improving results 
in terms of reducing the number of points. But according 
to other evaluation indicators, the use of Steiner points 

has improved the performance of the DP-LS algorithm. LS 
algorithm implemented based on least squares. The 
results show that the use of Steiner points in 
simplification with LS algorithm, in most cases, has 
improved the performance of this algorithm. This result 
can be inferred based on all 5 implemented indicators. 
 

 
Figure 2. DP, DP-LS, and LS results for trajectory 1 

 

 
Figure 3. DP, DP-LS, and LS results for trajectory 2 
 

Each Polyline consists of a set of points and edges. 
Edge lengths are ignored when fitting-based algorithms 
are used. Because only the points in the fitting process 
are used and the length of the edges is not affected. 
According to the results, creating Steiner points can be a 
good way to apply the effect of edges on the fit of the line. 
Thus, the longer the edge, the more points Steiner will 
have along it. This will affect the line fit and the output 
edge of the algorithm . 

 
4. Conclusion  
 

In this study, the effect of Steiner points on the 
geometric simplification of linear features was 
investigated. For this purpose, three algorithms DP, DP-
LS, and LS with different tolerances of 1, 10, and 50 
meters were applied on two different trajectories. In each 
model, the influence of Steiner points was evaluated by 
five different indicators. Based on these results, Steiner 
points have no effect on DP simplification.  

Steiner points also have no effect on the results 
obtained by the DP-LS method in   terms of reducing the 
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number of points. But the LS method has improved the 
simplification process about 0.72%.  

The use of Steiner points based on the indices of area 
difference, average curvature similarity percentage, 
similarity percentage of changes in angles, and middle 
Hassdorf distance, for the DP-LS method has improved 
1829830 square meters, 4.05%, 4.09%, and 5 meters, 

respectively. The same improvement was 53.22 m2, 
1.26%, 2.82%, and 0.04 m for the LS method, 
respectively. 

In future studies, it is suggested that other methods 
such as the weighted least squares (taking into account 
the weight in proportion to the length of the edges) be 
used and compared. 

 
 
Table 1. The results of indicators for trajectory 1 and 2 in different model 
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Trajectory Algorithm 
Steiner 
Points 

Threshold I1 I2 I3 I4 I5 

1 DP No 1 1603676 68.00 54.72 54.27 0.00 
1 DP Yes 1 1603676 68.00 54.72 54.27 0.00 
1 DPLS No 1 1536 68.00 53.36 52.71 0.01 
1 DPLS Yes 1 141 68.00 61.92 61.60 0.01 
1 LS No 1 213 71.61 69.59 69.40 0.05 
1 LS Yes 1 164 71.81 73.56 73.00 0.02 
1 DP No 10 3769018 93.45 24.99 24.31 0.00 
1 DP Yes 10 3769018 93.45 24.99 24.31 0.00 
1 DPLS No 10 2708556 93.45 24.16 23.27 0.13 
1 DPLS Yes 10 2410490 93.45 27.44 27.10 0.11 
1 LS No 10 3161 93.65 27.82 27.00 0.15 
1 LS Yes 10 3113 94.12 28.40 28.10 0.15 
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2 DPLS Yes 1 396 73.23 59.83 55.55 0.02 
2 LS No 1 490 75.89 65.79 65.67 0.04 
2 LS Yes 1 432 78.29 65.83 65.67 0.04 
2 DP No 10 2956864 93.65 26.60 9.38 0.00 
2 DP Yes 10 2956864 93.65 26.60 9.38 0.00 
2 DPLS No 10 4525456 93.65 30.67 21.62 0.10 
2 DPLS Yes 10 1507018 93.65 32.29 25.96 0.08 
2 LS No 10 2794 94.62 31.22 49.21 0.14 
2 LS Yes 10 2736 95.40 32.36 59.59 0.08 
2 DP No 50 17134916 97.99 10.46 10.36 0.00 
2 DP Yes 50 17134916 97.99 10.46 10.36 0.00 
2 DPLS No 50 6056549 97.99 11.09 14.51 0.19 
2 DPLS Yes 50 5048459 97.99 11.54 14.51 0.17 
2 LS No 50 44751 98.38 15.46 30.22 0.11 
2 LS Yes 50 44693 98.64 15.98 32.05 0.03 
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 Geochemical analysis results are one of the most significant indicators that reveal the 
characteristics of the geological structures in a region. In particular, the differences in the 
composition of complex geological structures can be evident in field and Geographic 
Information Systems (GIS) studies. Turkey includes a character consisting of quite complex 
features with its geological structure. The Maden (Elazığ) complex has also attracted the 
attention of many researchers with its complex structure. Thematic maps are created to make 
the geological interpretations in this region cleaner and the field data more predictable. These 
maps also allow the correlation of major oxides and trace elements. In this study, the 
geochemical data obtained in the Maden Complex were analyzed in the QGIS program. The 
geochemistry of the region has been made more understandable and interpreted with heat 
maps. The diversification of thematic maps, which gives a new perspective to geochemical 
data, will provide more support to geological studies. 

 
 
 
 

1. Introduction  
 

The Southeast Anatolian Orogenic Belt (SAOB) 
constitutes the eastern part of the Taurus Orogenic Belt, 
which is one of the most critical tectonic belts in Turkey, 
located between the Arabian platform and Anatolian 
micro-plate (Şengör and Yılmaz 1981; Ertürk et al. 2018, 
2022; Sar et al. 2019) This belt is a complicated part of 
the Alpine–Himalayan Mountain range with numerous 
distinct characteristics. This region has a complex 
geodynamic history, with northward subduction and 
closure of the Tethyan Ocean branch and the collision of 
various continental blocks. The Southeast Anatolian 
Orogenic Belt has been studied by many researchers in 
three belts from south to north (Yılmaz 1993; Yılmaz et 
al., 1993; Yılmaz 2019). (1) During the period from 
Precambrian to Early Miocene, the "Arabian Platform" 
consists of a thick autochthonous sedimentary sequence 
accumulated in the marine environment together with 
the base volcanic rocks (2) The "Zone of Imbrication", 
which occurs in the north of the Arabian Platform, which 
forms a reverse fault zone developed in the Late 
Cretaceous-Early Miocene interval, about 5-10 km in 
width (3) The uppermost central tectonic unit, which 

includes the Middle Eocene Maden Complex, is the "Nap 
Zone". These zones are separated from each other by 
thrust faults. The study area is located north of the Bitlis–
Zagros suture zone. It covers the most widespread and 
the best-observed regions of the Maden Complex, which 
have an important place in understanding the 
geodynamic evolution of the region. 

Geochemical inputs are applied to clarify many 
geological problems. One of the powerful practices of 
these data is statistical and spatial approaches. As it is 
recognized, many geological studies have been 
supported by remote sensing and geographic 
information systems in recent years. These studies are 
carried out with advanced programs in a computer 
environment with technology development. Now, many 
GIS programs are used, and an open source coded QGIS 
program was used in this study. 

The Maden Complex is an extraordinarily significant 
structure for the geology of Turkey. Major oxide and 
trace element analyzes were carried out of the samples 
compiled from the field in this region, which has many 
complex geological characteristics. The geochemical 
distribution of this complex region and the relationship 
between the elements can become more visible with 
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thematic maps in the GIS environment. Heat maps of 
some of the analysis results of the sample points were 
created, and discussions on the geological structure were 
prepared. 
 

2. Method 
 

The samples collected from the field study are 
detected via XRF and ICP-MS methods. The major oxides 
and trace element analysis detected by Ertürk et al. 
(2018) was digitized in the GIS environment, and sample 
points were located. Afterwards, heat maps dwelling on 
major oxide and trace elements were made. 

 
2.1. Geological Background 

 
The Maden Complex is situated in the Bitlis-Zagros 

Suture Zone, including the Zone of Imbricate and Nappe 
Zone. In the study are the Upper Cretaceous Guleman 
Ophiolite and the Maastrichtian Lower Eocene Hazar 
Group thrust over the Maden Complex. The Guleman 
Ophiolite crops widely in the east and southeast of Hazar 
Lake and presents its most typical outcrops around the 
Alacakaya-Maden districts. Regarding the formation of 
the Guleman ophiolites, many researchers have stated 
that the Guleman Ophiolites are products of the 
Neotethys oceanic crust that began to open from the 
Upper Triassic between the Pütürge Metamorphites and 
the Keban-Malatya massifs (Michard et al. 1984; Yazgan 
and Chessex 1991; Beyarslan and Bingöl 1991; Turan et 
al. 1995). The Guleman ophiolites emplaced on the 
continental crust towards the south with the closure of 
this ocean in the Late Cretaceous. Rizeli et al. (2016) 
accept that the Guleman Ophiolite was formed in the 
fore-arc basin at the beginning of the northward 
subduction of the southern branch of Neo-Tethys. 
According to Kaya (2004), the Hazar group consists of a 
red-brown basal conglomerate at the bottom, and grey, 
green and light brown coloured sandstone, siltstone, 
mudstone, shale, marl and limestone towards the top. For 
the formation of the unit, researchers such as Özkan 
(1982), Perinçek and Özkaya (1981), and Aktaş and 
Robertson (1984) stated that the environment initially 
presented terrestrial conditions. The units at the base of 
the Hazar group represent this terrestrial environment 
and are laterally associated with the Simaki Formation. 
They stated that the deposition basin gradually deepened 
with block faults, and the formation was deposited under 
marine conditions. In contrast, the uppermost Gehroz 
Formation was pelagic limestones deposited in the shelf 
environment.  

The Maden Complex cropped out over extensive 
regions in the Eastern Taurus. The Maden Complex also 
contains basalts, basaltic andesite, andesite, dacite, 
diabase and pyroclastic rocks, which are intercalated and 
lateral-vertical transitive with all these sedimentary 
successions (Fig 1). The brecciation is widespread due to 
tectonism. Also, the region observes intensive alterations 
depending on the thrusts and imbrications. Basalts 
largely crop out in the study area. Basalts are generally 
greenish, brownish and bearded in colour, massive, 
ellipsoidal-shaped pillow lavas, and broken pillow 
basalts. Basalts are intercalated mainly with red cherts 

and mudstones. Basaltic andesites and andesites are in 
grey colours compared to basalts, and it is challenging to 
distinguish macroscopically from basalts. However, it is 
possible to make this distinction according to 
petrographical and geochemical features. The dacites are 
macroscopically lighter, grey, whitish, and darker than 
the mafic volcanics and are fine-grained volcanic rocks. 
The diabases often cut the basalts. The diabases greenish 
coloured are medium grained and vary in thickness. The 
study area represents pyroclastic rocks represented by 
agglomerate, lapillistone, and tuff. The agglomerates are 
composed of bombs with a grain size of more than 64 
mm, and a cement material welds the volcanic parts. The 
lapillistones have a basic and andesitic composition. The 
tuffs are fine grain. Ertürk et al. (2018) reported that the 
middle Eocene Maden magmatism developed in a post-
collisional environment by asthenospheric upwelling 
owing to convective removal of the lithosphere during an 
extensional collapse. Yalçın et al. (2020) stated that Cu 
anomalies in Maden Complex are around Hasenekevleri 
(Maden-Elazığ) and said that Cu mineralization is in vein 
type within diabases. 
 

 
Figure 1. Geological map of the study area (modified 
from   MTA, 2011). 

 

3. Results  
 
3.1. GIS application 

 
Many samples were taken from the field in the 

petrographic and petrological study by Ertürk et al. 
(2018). Geochemical analyzes of these samples were 
carried out and used in many clarifications. In this study, 
a heat map was prepared in the QGIS program to 
compare and review the attribute information of the 
sample points. In Figure 2, it is seen that the major oxide 
values commonly show a similar distribution in many 
samples. SiO2 is an essential component of minerals that 
make up many rocks. Other oxides (Fig 2) take place in 
the structure of silicate minerals together with SiO2. The 
SiO2 distribution also summarizes whether the rocks are 
acidic or basic. Higher values represent acidic rocks, 
while lower values represent basic and ultrabasic rocks. 
Except for the northeast of the study area, most basic and 
near-basic rock groups are observed (Fig 2). 

The distribution of some trace elements is given in 
Figure 3. While Cr, Ga and V have a roughly similar 
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distribution, Cu, W and Rb have different patterns. These 
differences are due to lithology, mineralogy and 
geochemical differences. With these studies, the 
existence of structures with different characteristics 
should be correlated with field data. Therefore, the 
information that will be a guide will lead to more 
meaningful interpretations. Moreover, it is exceedingly 
challenging to make lithological discrimination in the 
Maden Complex, where rocks of many different 
characters are observed closely. For this reason, it is 
significant to evaluate the data obtained in the field in the 
GIS environment. 
 

 
Figure 2. Heat map of the study area via major oxide 
contents 
 

 
Figure 3. Heat map of the study area via trace element 
contents. 
 
4. Discussion and Conclusion 
 

GIS-based modelling has been proposed in addition to 
geology-geochemistry studies (Brown et al. 2003; 
Partington 2008). This modelling provides the 
geostatistical approach to the geological structures. For 
example, Atakoğlu and Yalçın (2021) explained the 
statistical properties of Sutlegen (Antalya) bauxite 
according to their geochemical content and set up 
thematic maps with the Krigging interpolation method. 

Mapping minerals, elements or oxides based on multi-
source geoscience data (geology, geochemistry, and 
remote sensing) and computer technology is an effective 
technique that merges information and data-driven 
production (Bonham-Carter 1994; Zhao 2002; Wang et 
al. 2016). For this reason, the data of the study conducted 
by Ertürk et al. (2018) in the Maden (Elazığ) district were 
re-evaluated in the QGIS environment. In the evaluations 
prepared, GIS-based thematic maps correctly exhibit the 
relationship of the geochemical contents of the study 
area correctly. 
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 Landslides are one of the most frequent hazards occurring in the mountainous terrain of the 
Western Ghats. The purpose of this study is to use the analytical hierarchy process approach 
to identify landslide-susceptible zones in the Western Ghats region of Thiruvananthapuram 
district. A total of 11 conditioning factors were evaluated in the susceptibility modelling. A 
landslide susceptibility map was created using satellite data and geographic information 
systems (GIS), and the study area was segmented into five susceptible zones using the natural 
breaks method. The AHP method of landslide susceptibility modelling identified 14.76% of the 
area as a very high-susceptible zone. The receiver operating characteristic (ROC) technique 
was used to validate the created landslide susceptibility map. The landslide susceptibility map 
produced using the AHP model is confirmed as having excellent and outstanding prediction 
capability for the training and validation datasets, based on the area under the ROC curve 
(AUC) value. When it comes to implementing landslide mitigation techniques, decision-
makers and land-use planners will find the map quite valuable. 

 
 
 

 
1. Introduction  

 

Landslides are one of the most common and frequent 
natural hazards in India's Western Ghats, resulting in 
significant property loss and causalities (Akshaya et al. 
2021). As a result, a susceptibility map with enhanced 
prediction capabilities is required for the execution of 
appropriate mitigation measures (Thomas et al. 2021). 

The purpose of this study is to use the MCDA-AHP 
model to determine the susceptibility of the Western 
Ghats region of Thiruvananthapuram district. The study 
area has a history of disastrous landslide disasters, the 
most catastrophic of which was the Amboori landslide 
disaster, which occurred on November 9, 2001 and killed 
39 people (Kuriakose et al. 2009). Slope angle, land 
use/land cover (LULC), lithology, soil texture, road 
buffer, lineament buffer, normalized difference road 
landslide index (NDRLI), normalized burnt ratio (NBR), 

modified normalized difference water index (MNDWI), 
normalized difference built-up index (NDBI), and 
advanced vegetation index (AVI) were among the 11 
conditioning factors used in the modelling. 
 

2. Method 
 

2.1. Study area 
 

The study area encompasses 647.12 km2 and is 
located between 8°25' and 8°52' N latitudes and 77°0' 
and 77°18' E longitudes (Fig. 1). The elevation varies 
between 21 and 1828 m, with the highest values along 
the eastern boundary. This area encompasses nine 
villages in the Thiruvananthapuram district, namely 
Amboori, Keezharoor, Mannoorkara, 
Ottasekharamangalam, Peringamala, Thennoor, 
Vazhichal, Vellarada, and Vithura. 
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Figure 1. Location of the study area 
 
2.2. Conditioning factors 
 

The slope was computed from the ASTER GDEM using 
the ArcGIS 10.8 spatial analyst (surface) tools. The LULC 
types were extracted from the Landsat 8 OLI satellite 
images using the ERDAS Imagine 9.2 software. Various 
LULC types were classified using the maximum 
likelihood classification method (Thomas et al. 2021). 
The lithology was extracted from the lithology map 
published by the Geological Survey of India (GSI) using 
ArcGIS tools. The soil data was extracted from the soil 
map published by the National Bureau of Soil Science and 
Land Use Planning (NBSS&LUP) using ArcGIS tools. The 
road networks were extracted from the Survey of India 
topographic maps and updated using Google Earth Pro 
data, and the buffer distance of 100 m was derived using 
spatial analyst tools. The lineaments were derived from 
the Bhukosh portal 
(https://bhukosh.gsi.gov.in/Bhukosh/Public) of GSI, and 
the buffer distance of 100 m was derived using spatial 
analyst tools. NDRLI, NBR, MNDWI, NDBI, and AVI were 
calculated from the Landsat 8 OLI image using ArcGIS 
raster calculator tools. NDRLI, NBR, MNDWI, NDBI, and 
AVI were computed using Eq. 1 (Zhao et al. 2018), Eq. 2 
(Delcourt et al. 2021, Roy et al. 2006), Eq. 3 (Xu 2006), 
Eq. 4 (Zha et al. 2003), and Eq. 5 (Bera et al. 2020), 
respectively. The thematic layers of the continuous 
factors and output map were classified using the natural 
breaks (Thomas et al. 2021) method.  
 
 

 

NDRLI =
(SWIR1 − Blue)

(SWIR1 + Blue)
 (1) 

  

NBR =
(NIR − SWIR)

(NIR + SWIR)
 (2) 

  

MNDWI =
(Green − MIR)

(Green + MIR)
 (3) 

  

WRI =
(SWIR1 − NIR)

(SWIR1 + NIR)
 (4) 

  
AVI = [NIR + 1(1 − Red)x(NIR − Red)]1/3 (5) 

 
where SWIR, Blue, NIR, Green, MIR and Red stand for 

spectral reflectance in short wave infrared, blue, near-
infrared, green, mid infrared and red bands, respectively. 
 
2.3. AHP modelling 
 

The AHP method for multi-criteria decision analysis 
was developed by Thomas L. Saaty (Saaty 1980). This 
approach is used to organize complex problems into a 
hierarchy and determine the best solution (Qazi and 
Abushammala 2020). The AHP method's ability to detect 
pairwise rating inconsistency is another noteworthy 
feature (Mondal and Maiti 2013). The most significant 
steps in AHP modelling are to generate a matrix for pair-
wise comparisons and to compute the eigen vector, 
weighting coefficient (Table 1), and consistency ratio 
(Table 2) (as in Akshaya et al. 2021; Thomas et al. 2021). 
 
2.4. Validation of the susceptibility map 
 

ROC curve method (Thomas et al. 2021) was used to 
validate the susceptibility map. SPSS software was used 
to compute the AUC value. The validation was performed 
using landslide incidence data from the National Remote 
Sensing Centre and GSI. The total number of landslides, 
100, was split into training datasets (70%) and validation 
datasets (30%). 
 
3. Results  
 

According to the AHP modelling, the key causal 
factors include LULC, NDRLI, road buffer, slope angle, 
and soil. Moderate slopes, gravelly clay and loamy soil, 
agricultural land, higher NDRLI values, and more road 
cuttings characterize the high and very-high susceptible 
zones. The susceptibility map developed using the 
MCDA-AHP method has AUC scores of 0.896 (training 
dataset) and 0.931 (validation dataset), confirming that 
the results have excellent and outstanding prediction 
capabilities for these datasets (Fig. 2). The high and very-
highly susceptible zones together constitute 47.5% of the 
study area, according to the map developed using the 
AHP approach. The landslide susceptibility map is 
depicted in Figure 3. 
 
 

 

https://bhukosh.gsi.gov.in/Bhukosh/Public
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Table 1. Pairwise comparison matrix 

 Slp. LULC NDRLI RB Litho. Soil NBR MNDWI NDBI LB AVI Vp Cp 

Slp. 1 2 3 4 5 6 7 8 9 10 11 3.202 0.187 

LULC 1/2 1 2 3 4 5 6 7 8 9 10 2.462 0.144 

NDRLI 1/3 1/2 1 2 3 4 5 6 7 8 9 1.848 0.108 

RB 1/4 1/3 1/2 1 2 3 4 5 6 7 8 1.413 0.082 

Litho. 1/5 1/4 1/3 1/2 1 2 3 4 5 6 7 1.271 0.074 

Soil 1/6 1/5 1/4 1/3 1/2 1 2 3 4 5 6 1.244 0.073 

NBR 1/7 1/6 1/5 1/4 1/3 1/2 1 2 3 4 5 1.221 0.071 

MNDWI 1/8 1/7 1/6 1/5 1/4 1/3 1/2 1 2 3 4 1.194 0.070 

NDBI 1/9 1/8 1/7 1/6 1/5 1/4 1/3 1/2 1 2 3 1.158 0.067 

LB 1/10 1/9 1/8 1/7 1/6 1/5 1/4 1/3 1/2 1 2 1.105 0.064 

AVI 1/11 1/10 1/9 1/8 1/7 1/6 1/5 1/4 1/3 1/2 1 1.038 0.060 

∑ 3.02 4.93 7.83 11.72 16.59 22.45 29.28 37.08 45.83 55.50 66.00 17.16 1.00 

where Slp. = slope, RB = road buffer, Litho. = lithology, and LB = lineament buffer 
 

Table 2. Normalized matrix 

  ∑ rank [C] [D] = [A]*[C] [E] = [D]/[C] λmax CI CR 

Slp. 3.03 0.275 3.368 12.236 

11.648 0.065 
0.045 
(4.47%) 

LULC 2.23 0.202 2.506 12.386 

NDRLI 1.63 0.149 1.737 11.689 

RB 1.20 0.109 1.332 12.173 

Litho. 0.89 0.080 0.957 11.897 

Soil 0.65 0.059 0.683 11.594 

NBR 0.47 0.043 0.486 11.324 

MNDWI 0.34 0.031 0.345 11.143 

NDBI 0.25 0.022 0.248 11.096 

LB 0.18 0.016 0.183 11.198 

AVI 0.14 0.012 0.141 11.388 

∑ 11.00 1.00  128.124 

 
4. Conclusion  
 

Moderate slopes, gravelly clay and loamy soil, 
agricultural land, greater NDRLI values, and more road 
cuttings are found in the high and very-highly susceptible 
zones. The AUC values proved that the created map and 
AHP approach are effective in demarcating landslide 
susceptibility and can be used in locations with similar 
physiographic settings. The map is very useful for land-
use planners to determine which villages are most 
susceptible to landslides. The susceptibility map can be 
used by decision-makers to detect landslide-prone roads 
and settlements. This will allow them to take the 
appropriate mitigation measures to protect people, 
infrastructure, and property; save money on relief and 
building efforts; and stop development activities in these 
areas. 
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Figure 2. The ROC curves 

 
Figure 3. Landslide susceptible zones 
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