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09:45-10:15 Land Management (Chair: Prof. Dr. Chryssy POTSIOU – FIG Honorary President) 

Spatio-Temporal analysis of climate change in India: A theoretical perspective 
Rajaram Patil, Moushumi Datta 
Investigation of assembly centers in the disaster areas in Merkez District of Uşak Province in Turkey 
Fatma Yüksel, Fatih Taktak 

Developing 3D real estate tax visualization / management system with GIS based procedural modelling approach 
Sevket Bediroglu 

10:15-10:30 Break 

10:30-12:00 Remote Sensing & Photogrammetry - 1 (Chair: Dr. Artur GIL - University of the Azores, Portugal) 
Analysis of forest degradation by using GIS and remote sensing: A case study of Chandoli National Park Kolhapur in Maharashtra State 
Rajaram Patil, Govardhan Ubale 
Mapping of flood areas using Sentinel-1 Synthetic Aperture Radar (SAR) images with Google Earth Engine cloud platform – A case study 
of Chamoli district, Uttarakhand- India 
Mohammed Faizan, Gobinath Palanisamy 
Using Sentinel-1 GRD Sar Data for volcanic eruptions monitoring: The Case-Study of Fogo Volcano (Cabo Verde) in 2014/2015 
Rafaela Tiengo, José Pacheco, Jéssica Uchôa, Artur Gil 

Determination of vineyards with support vector machine and deep learning-based image classification 
Özlem Akar, Ekrem Saralıoğlu, Oğuz Güngör, Halim Ferit Bayata 
Assessing the interrelationship between LST, NDVI, NDBI and land cover change in Amuwo-Odofin, Lagos Nigeria 

Alfred Sunday Alademomi, Chukwuma John Okolie, Daramola Olagoke, Samuel Akinnusi, Elias Adediran, Hamed Olanrewaju, Abiodun Olawale 
Alabi, Tosin Salami, Joseph Odumosu 
Detecting changes in Mangrove Forests along the Bintang Bolong Estuary, Gambia using Google Earth Engine, Sentinel-2 Imagery and 
random forest classification 
Lisah Ligono, Chukwuma Okolie 

Remote sensing approach for aerosol optical thickness (AOT) monitoring in relation to the road network in Lagos Metropolis, Nigeria 
Chukwuma Okolie, Emmanuel Ayodele, Erom Mbu-Ogar, Samuel Akinnusi, Olagoke Daramola, Abdulwaheed Tella, Rose Alani, Alfred Alademomi 

12:00-13:00 Lunch Break 

13:00-14:15 Surveying & Geodesy (Chair: Assoc. Prof. Dr. Lyubka PASHOVA - National Institute of Geophysics, Geodesy and Geography – Bulgarian Academy of 
Sciences, Bulgaria) 
Vertical accuracy assessment of Dems around Jabal Al-Shayeb Area, Egypt 
Ali Shebl, Mohamed Atalla, Árpád Csámer 

The current state of use of satellite-based positioning systems in Turkey 
Nuri Erdem, Abdulsamet Demirel 
Estimation of tidal constituents from sea level registrations in BAB "St. Kliment Ohridski", Livingston Island 
Lyubka Pashova, Borislav Alexandrov 

Accuracy assessment of positioning based on single and Multi-GNSS 
Lukman Abdulmumin, Yusuf Ramalan, Haruna Ibrahim, Abubakar Adamu Musa 
Monitoring bathymetric changes of Commodore Channel, Lagos Nigeria 

Babatunde Anibaba, Peter Nwilo, Chukwuma Okolie, Michael Orji, Olagoke Daramola 
Accuracy assessment of established control within University of Lagos, Nigeria 
Abiodun Alabi, Alfred Alademomi, Tosin Salami, Adedayo Okutubo, Wale Oyedokun 
Establishment of a geodetic network for the deformation monitoring of the Third Mainland Bridge 

Samuel Akintoye, Hamed Olanrewaju, Hannah Abioye, Chukwuma Okolie, Samuel Akinnusi, Adegbite Usman 
14:15-14:30 Break 
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Suitability analysis of solid waste dumpsites in Igabi Lga, Kaduna State – Nigeria 

Kaka Atta, MUHAMMAD NURA Idris, Yabo Stephen, Lukman Olawunmi Giwa 
Comparative analysis of pedestrian stride length methods 
Nimet Karagöz, Fatih Gülgen 

Monitoring and prediction of land cover change in Anambra River Basin using cellular automata and markov chain technique 
Peter Nwilo, Nna-Njar Gertrude Njar, Utibe Bassey Inyang, Chukwuma John Okolie, Olagoke Emmanuel Daramola, Michael Joseph Orji, Hamed 
Olabode Olanrewaju, Samuel Akinbola Akinnusi, Andy Osagie Egogo-Stanley 
Geospatial intelligence (Geoint) with Geographic Information Systems (GIS) 

Halil İbrahim Onyil 
Age and gender differences in perceptions and health impacts of noise in an academic environment 
Alfred Alademomi, Johanson Onyegbula, Rahmat Adepo, Chukwuma Okolie, Abiodun Alabi, Babatunde Ojegbile, Olagoke Daramola, Nehemiah 
Alozie, Samuel Akinnusi, Taiwo Adewale 

FAHP And GIS based land use suitability analysis for agriculture in Aksaray City, Turkey 
Süleyman Sefa Bilgilioğlu 

 

 

 

 

 

 

 

 

 



18 November 2021 - Thursday 
 

09:00-10:30 Remote Sensing & Photogrammetry 2 
SFM photogrammetry for land use change analysis in a Sub-Urban area of Nigeria 

Chima Iheaturu, Chukwuma Okolie, Solomon Musa, Emmanuel Ayodele, Andy Egogo-Stanley 
Monitoring the change of coastline with remote sensing and GIS: A case study from Izmit and Gemlik Gulfs, Turkey 
Tümay Arda, Melis Uzar 
Analysis of Land-Use/Land-Cover dynamics in Ibadan Metropolis, Oyo State, Nigeria 

Aliyu Zailani Abubakar, Swafiyudeen Bawa, Yahaya Abbas Aliyu, Tarwase Tosin Youngu, Usman Sa'i Ibrahim, Ayo Olalekan Fatoyinbo 
Fully automated drought analysis from the products of the moderate resolution imaging spectroradiometer (MODIS) 
Ali Levent Yagci 

Development of a user-friendly program: “Real-Time Image Properties Display” 
James Olaleye, Abiodun Alabi, Alfred Alademomi, Damilola Olatayo, Tosin Salami 
Determination of Karina Lagoon surface area water temperature changes using remote sensing methods 
Elif Akyel, Özşen Çorumluoğlu 

Using remote sensing to monitor aerosol optical thickness (AOT) and its relationship with land cover in Lagos Metropolis, Nigeria 
Emmanuel Ayodele, Chukwuma Okolie, Samuel Akinnusi, Erom Mbu-Ogar, Olagoke Daramola, Abdulwaheed Tella, Rose Alani, Alfred Alademomi 

10:30-10:45 Break 
10:45-12:00 Geographic Information Systems 2 

Mapping federal government dams in Nigeria 
Sola Oluwayemi, Adedayo Olayiwola 
Monitoring the spatial distribution of CO2 within the University of Lagos Main Campus 

Alfred Alademomi, Musa Animashaun, Oluwatimileyin Abolaji, Chukwuma Okolie, Babatunde Ojegbile, Olagoke Daramola, Nehemiah Alozie 
Spatial relationship between NDVI, EVI, SAVI and land cover changes in the Lake Chad area from 1987 to 2017 
Peter Nwilo, Chukwuma Okolie, Abdulkareem Umar, Samuel Akinnusi, Babatunde Ojegbile, Hamed Olanrewaju 
Assessment of noise levels and associated health impacts in an academic environment 

Alfred Alademomi, Johanson Onyegbula, Rahmat Adepo, Chukwuma Okolie, Babatunde Ojegbile, Abiodun Alabi, Olagoke Daramola, Nehemiah 
Alozie, Andy Egogo-Stanley, Inioluwa Ayantayo 
Application of GIS and analytical hierarchy process for flood vulnerability assessment in Adamawa Catchment, Nigeria 
Ayila Adzandeh, Dupe Olayinka-Dosunmu, Isa Hamid-Mosaku, Chukwuma Okolie, Peter Nwilo, Caleb Ogbeta 

Locational analysis of infrastructural facilities in selected oil and non–oil producing areas of Akwa İbom State 
Mbom-Abasi Inyang, Alabi Soneye, Chukwuma Okolie, Shakirudeen Odunuga, Johanson Onyegbula, Samuel Akinnusi, Hamed Olanrewaju 

12:00-13:00 Lunch Break 

13:00-14:15 Remote Sensing & Photogrammetry 3 
Comparative analysis of forest change by type of Natural Park using clear cuts method 
Eun Ha Park, Ji Young Kim, Jin Won Kim, Byeong-Hyeok Yu 
Shallow-water bathymetry using Landsat 8 imagery – Example of Ibafon Creek 

Chukwuma Okolie, Emmanuel Ayodele, Oluwatobi Raji, Waliyah Adedokun, Olagoke Daramola, Samuel Akinnusi, Hamed Olanrewaju 
Vegetation mapping from vegetation indices using a UAV-based sensor 
Emmanuel Ayodele, Chukwuma Okolie, Imole Okediji 
Evaluation of Landsat and MODIS imagery fusion for high-resolution evapotranspiration mapping over large agricultural area 

Ayoub Moradi 
Accuracy assessment and conflation of DEMs over Kaduna State, Nigeria 
Swafiyudeen Bawa, Moses Mefe, Ebenezer ayobami Akomolafe, Monye Joseph Chukwuweta, Lukman Abdulmumin, Abubakar Adamu Musa 

Applications of remote sensing in solving Myriads of Geological Problems: A review 
Ogbonna Okpuru, Maruf Orewole, Sunday Olotu 
3D modeling of underwater objects using photogrammetric techniques and software comparison 
Seda Nur Gamze Hamal, Ali Ulvi 

Documentation of cultural heritage by photogrammetric methods: a case study of Aba's Monumental Tomb 
Engin Kanun, Aydın Alptekin, Murat Yakar 
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 Climate Change has affected human activities directly and indirectly. There have been several causes 
and impacts of climate change. Due to climate change, there have been changes in the pattern of 
rainfall, rise in temperatures, evaporation, and salinization of sources of water due to rising sea 
levels. Glacial melting is increasing year by year. Climate change is due to the observable but micro 
level alterations in the Earth’s orbit that are responsible for changing the amount of solar energy 
the planet receives. satellites orbiting around Earth and other related technological advances have 
given a helping hand to the scientists to be able to capture remotely sensed data so that the planet 
can be studied from all the angles and aspects.  Though climate change is a global concern, its effects 
are being experienced all over the globe but, at varying degree. It will have negative impacts on 
agriculture, supply of water, quality of air, coastal areas and health of people. India is the second 
largest country in terms of population and heavily depends on the various sectors like agriculture, 
fisheries, and forests which are sensitive to changes in climate. It is, therefore, bound to face the 
worst adverse impacts of climate change. 

 
 
 
 

1. Introduction  
 

The World Bank suggests that the districts that fall in 
central India show maximum vulnerability to changes in 
climate as they lack the required infrastructure and 
depend on agriculture on a very large scale. The districts 
in Vidarbha region of Maharashtra state are especially 
vulnerable to the damages caused by climate change. A 
major source for the decline in income of the farmers has 
been the changes in the climate. Increased temperature 
and disturbed precipitation are found to be damaging the 
crop yields and, consequently, the wealth of the farmers. 
Industrialization induced climate change, is the major 
cause of global warming and changing patterns of 
rainfall.  Also, according to the estimation of the World 
Bank, unattended climate change would cause the Indian 
average temperature to rise to 29.1°C in the next few 
decades. As the aspect of changing climate becomes more 
intense, it will affect several parts of India extremely. 
When the average temperature in 2009-18 to the that in 
1950-80 are compared, it is found that some pockets 
have already been affected by climate change by 
becoming hotter than before. In several parts of states 
like Rajasthan, Gujarat, Tamil Nadu, Kerala, and the 

North-East, it is observed that, there has been a rise of 
nearly 1° C in the average temperature during the last 
decade. İt is higher than the historical average in the 
1950-80 period.  

Changes in climate have always been harmful to man. 
An increase of 0.3 - 0.6 0C is observed in the he average 
surface temperature of the globe since the several 
centuries. The rise in temperature may be minimal, but it 
can be disastrous with unrepairable impacts. There are 
noticeable impacts of changing climate which occur in 
the form of melting of glaciers, forest fires, changing 
rainfall patterns, rising of sea levels, coastal cities under 
water level, floods, and droughts. Tsunami (2004), 
Uttarakhand flash floods (2013), Kashmir floods (2014), 
Kerala flood (2018 & 2019) and Krishna River Basin 
floods (2019) are some examples in various parts of 
India. India has been able to create a stable platform to 
discuss and bring in better cooperation between the 
nations on issues related to climate through its pledge for 
Paris Agreement. Also, India is an example by committing 
to bring down its emission intensity of gross domestic 
product (GDP) by 33-35% of 2005 levels by 2030.  
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2. Method 
 

This paper based on secondary data collected from 
various articles, books, journals, reports and other 
related material published online and offline. 

 

2.1. Research objectives 
 

• To understand the concept of climate change  
• To study the major causes of climate change 
• To administer the impact of climate change in 

India 
 

2.2. Study area  
 

India is a country in South Asia. It comprises of 
twenty-nine states and eight union territories. Its 
population stands second in the world after China. Its 
latitudinal extension is between 680 and 960 East and 
longitudinal extension is between 80 and 360 North 
approximately. It is a major developing country in the 
world and is the largest democracy too. It is highly 
agrarian in nature due to its fertile soil and favorable 
climatic conditions. It is however now being affected by 
changes in climate making it a matter of concern.  

 

 
Figure 1. Location of India with States 
 

2.3. Factors leading to climate change greenhouse 
gases (GHGS) 

 
Major source of climate change is greenhouse effect. 

The earth’s surface warms due to the energy received 
from the Sun. Most (90 %) of the sun’s insolation is 
absorbed by these gases and radiated back towards the 
surface. Out of the total energy passing the atmosphere, 
some of it gets scattered and only some of it gets reflected 
into the atmosphere from the surface of the Earth. Gases 
like CO2, methane, and Nox and water vapor, comprise 
less than 1% of the atmosphere. They are called 
'greenhouse gases'. Human activities like decomposition 
of wastes in land fields, agriculture and rice cultivation 
and release of carbon dioxide during burning of fuels as 
coal, oil, and natural gas also lead to an increase in 
greenhouse gases. 
 
2.3.1. Human activities 
 

Most of the population in India is engaged in 
agriculture. The agro-based activities, various land-uses, 

etc., lead to rise in the levels of methane and nitrous 
oxide. Industries produce greenhouse gases like 
chlorofluorocarbons, whereas automobiles lead to ozone 
generation. According to 5th Report of IPCC, 
approximately 95 % human activities over the past 50 
years led to global warming. İndustrialization and 
urbanization are major factors in the process.  
 

2.3.2. Emission of CO2 
 

Volcanic eruption is one of the most-deadly natural 
disasters on the Earth’s surface. The eruption releases 
carbon dioxide (CO2) in large quantities. It is also emitted 
through natural processes such as respiration and 
manmade activities like burning of fossil fuels. This gas 
directly impacts the environment and human beings.  
 

2.3.3. Ocean currents 
 

71% of the Earth’s surface comprises of oceans and 
water bodies. Hot and cold ocean currents flow along all 
coastlines. The vast water bodies absorb the sun's 
insolation twice the atmosphere. Therefore, the oceans 
form a major component of the climate system.  
 

2.3.4. Water vapor 
 

Atmosphere is getting heated due to solar energy, 
because of which the amount of water vapor is increasing 
in the atmosphere day by day. Water vapor rises as the 
temperature of the Earth's atmosphere rises leading to 
precipitation. This cycle is very important for the smooth 
functioning of the ecology on globe. 
 

3. Discussion and results  
 

According to scientists, global temperature will 
continue increasing for few decades, due to the 
greenhouse gases emitted due to human activities. It has 
resulted in the loss of glaciers, rise in sea level, huge 
floods, droughts, shifting of plant and animal ranges and 
a change in the pattern of floral reproduction and heat 
waves. Following are the impacts of climate change on 
environment and human life. 

It is observed from table 01 that the annual mean 
temperatures of states of India have increased 
considerably in all the states. Only Chhattisgarh, 
Haryana, Jammu and Kashmir, Meghalaya, Orissa, 
Punjab, Uttar Pradesh, Uttarakhand and West Bengal do 
not show an increase. Sikkim (+0.05 o C/year) tops the 
chart followed by Manipur (+0.03 o C/year) and the least 
has been observed in Punjab (-0.01 o C/year). The major 
reasons for the change is the increase of carbon in the 
atmosphere and other greenhouse gases. 

Table 02 represents that from 1901 to 2010, the 
highest fluctuations are observed in Meghalaya (+14.68 
mm/year) and Andaman and Nicobar (-7.77 mm/year). 
The driving factors for changes in rainfall may include 
changes in wind direction and wind speed, occurrences 
of cyclones, changes in temperature, rate of evaporation 
and alterations in the land use of the areas. The changing 
trend implies that the states with high differences in 
average rainfall have undergone the above conditions 
and will continue to do so. 
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Table 1. Mean Temperature Trends, 1901-2010 (State level annual and seasonal mean temperature trends based upon 282 surface 
meteorological stations for 1951-2010. Increasing (+) and decreasing (-) trends significant at 95% level of significance are shown in 
bold and marked with ‘*’ sign) 

 Mean Temperature Trends in Degree Celsius Per Year 
State Annual Winter Summer Monsoon Post monsoon 

Andaman and Nicobar Islands +0.01* +0.01* +0.01* +0.01* +0.01* 
Andhra Pradesh +0.01* +0.01* +0.01* +0.01* +0.01* 

Arunachal Pradesh +0.01* +0.02* +0.01 +0.01 +0.02* 
Assam +0.01* +0.01* No trend +0.01* +0.02* 
Bihar +0.01* No trend No trend +0.01* +0.02* 

Chhattisgarh No trend No trend -0.01 No trend +0.01 
Delhi +0.01* +0.01 +0.01* +0.01 +0.02* 
Goa +0.02* +0.02* +0.02* +0.02* +0.03* 

Gujarat +0.01* +0.02* +0.01 +0.01* +0.02* 
Haryana No trend -0.01 No trend -0.01*  +0.01 

Himachal Pradesh +0.02* +0.02* +0.01 +0.03* +0.02* 
Jammu and Kashmir -0.01 No trend -0.02 -0.02 -0.02*  

Jharkhand +0.01* +0.01 No trend No trend +0.02* 
Karnataka +0.01* +0.01* No trend +0.01* +0.01* 

Kerala +0.01* +0.01* +0.01* +0.01* +0.01* 
Lakshadweep +0.01* +0.02* +0.02* +0.01* +0.01* 

Madhya Pradesh +0.01* No trend No trend No trend +0.03* 
Maharashtra +0.01* No trend +0.01* +0.01 +0.01* 

Manipur +0.03* +0.04* +0.02* +0.02* +0.03* 
Meghalaya No trend +0.01* -0.01 No trend +0.02* 
Mizoram +0.01* +0.02* No trend +0.02* +0.02* 

Orissa No trend No trend No trend -0.01*  +0.01 
Punjab -0.01* -0.02*  -0.01 -0.01*  No trend 

Rajasthan +0.01* +0.01* No trend +0.01 +0.02* 
Sikkim +0.05* +0.05* +0.02* +0.05* +0.04* 

Tamil Nadu +0.02* +0.03* +0.03* +0.02* +0.02* 
Tripura +0.01* +0.01* -0.01*  +0.01* +0.03* 

Uttar Pradesh No trend No trend -0.01 No trend +0.01* 
Uttarakhand -0.01 +0.01 -0.02 -0.02* +0.01 
West Bengal No trend No trend -0.01* +0.01* +0.01* 

 

Table 2. Average Rainfall Trends, 1901-2010 (State level annual and seasonal rainfall trends based upon 1451 rainfall stations for 
1951-2010. Increasing (+) and decreasing (-) trends significant at 95% level of significance are shown in bold and marked with ‘*’ sign) 

 Mean Temperature Trends in Degree Celsius Per Year 
State Annual Winter Summer Monsoon Post monsoon 

Andaman and Nicobar Islands -7.77* -2.70* -0.51 -2.93 -1.35 
Andhra Pradesh +1.31 +0.29 +0.35 -0.14 +0.46 

Arunachal Pradesh -3.63 -0.10 No trend -2.30 -0.83 
Assam -2.96 0.08 -0.56 -2.19 -0.75 
Bihar +1.41 -0.06 +0.59* +1.11 +0.11 

Chhattisgarh -2.03 +0.02 +0.04 -2.38 +0.06 
Delhi -0.51 +0.16 +0.40* -0.32 -0.20 
Goa -3.82 No trend -0.31 -2.61 +0.04 

Gujarat +1.41 No trend -0.03 +1.27 -0.02 
Haryana +0.45 +0.07 +0.39* -0.01 -0.23* 

Himachal Pradesh -3.26 -0.18 +0.31 -2.85 -0.21 
Jammu and Kashmir +2.13 +1.88* -1.07 -0.16 -0.37 

Jharkhand +0.84 -0.13 +0.43 +0.44 +0.03 
Karnataka -0.05 +0.10 -0.41 +0.61 +0.14 

Kerala -1.43 -0.40 -1.15 -2.42 +1.68 
Lakshadweep +3.22 -0.33 -0.44 +1.73 +0.83 

Madhya Pradesh -1.81 -0.06 No trend -1.74 +0.03 
Maharashtra -0.71 +0.04 0.15 -0.29 -0.05 

Manipur +1.94 +0.10 +1.63 -0.89 +0.11 
Meghalaya 14.68 +0.52* +2.25 +9.27 +2.04 
Mizoram +0.33 -0.31 +2.80 +7.71 -6.19 

Orissa +0.69 +0.06 +0.65* -0.23 -0.83 
Punjab -2.41 +0.09 +0.22 -1.49 -0.13 

Rajasthan +0.04 +0.02 +0.17* -0.09 -0.04 
Sikkim -3.12 -0.12 -0.83 -1.36 -0.11 

Tamil Nadu +0.80 -0.16 -0.47 -1.35* +1.49 
Tripura +0.77 +0.11 +1.73 -1.11 -0.55 

Uttar Pradesh -4.42* -0.22 +0.02 -3.52* -0.33 
Uttarakhand -1.07 -0.01 +0.86 -1.45 -0.63 
West Bengal +3.63* +0.16 +1.34* +1.45 +0.19 
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3.1. Impact of climate change on agriculture 
 

The increasing population has resulted in scarcity of 
natural resources. Climate change has affected crop 
productivity due to alterations in temperature and 
rainfall. It has also caused changes in soil quality due to 
which the yield of cereals will decline in India.  

 
3.2. Impact of climate change on atmosphere 
 

Climate change may affect health of human beings as 
it increases ground-level ozone and the particulate 
matter causing air pollution. Ground-level ozone results 
in several health issues- diminished lung function, 
increased hospitalization and fatal incidences of asthma 
and premature deaths.  
 

3.3. Impact of climate change on urbanization 
 

India’s urban system is the second largest on globe. It 
comprises of 310 million people spread across 5161 
urban spaces in 2005. It is surprising to know that 5100 
urban centers comprise roughly 30% of the total Indian 
population which is expected to rise to 40% by 2030.  It 
is projected that the population of 70 urban spaces will 
rise to 1 million inhabitants by 2025.  
 

3.4. Impact of climate change on health 
 

Climate change affects maximum particularly 
children, pregnant women and old people. It is expected 
that between 2030 and 2050, changing climate change 
may lead to death of 2,50,000 people every year due to 
problems like malnutrition, malaria, diarrhea, and heat 
stroke.  
 

3.5. Water borne diseases 
 

Such diseases are vulnerable to climate change and 
represent variations according to changes in the season. 
Also, diarrheal diseases are another common occurrence 
during the monsoon season. Increased variability of 
rainfall as a result of climate change affect freshwater 
sources on a large scale globally. It is observed that 
scarcity of water has already affected 40% people all over 
the Earth.  
 

3.6. Flood borne diseases  
 

Floods have become common all over the globe which 
contaminates several freshwater resources and 
increases the risk of water-borne diseases. If the 
contamination is due to animal waste, it leads to 
epidemics of leptospirosis, rotavirus and cholera in the 
affected areas. Absence of basic sanitation is a major 
factor in increasing water borne diseases. 

 

3.7. Impact of climate change on migration 
 

Sudden changes in climate lead to migration of people 
as they become victims of droughts or floods in the rural 
areas. This leads to overcrowding of the urban spaces 
and related impacts are experienced. In India, a large 
chunk of population is estimated to be affected by issues 
related to global warming in the near future.  

3.8. Impact of climate change on poor and the 
vulnerable people 

 

Climate and weather have a direct and indirect 
relationship with mankind. Vulnerable and poor 
populations are mostly affected by climate change due to 
higher food prices, loss of income, water scarcity, 
declining health and forced outmigration. The slum 
dwellers and other migrants and poor who generally 
live-in vulnerable areas like the riverbeds, flood plains, 
hill slopes will be extremely affected.  
 

3.9. Impact of climate change on food supply 
 

Temperature is the main component of climate 
change. Rising temperature and uneven precipitation are 
responsible to decrease the production of staple crops. 
Ultimately it will increase the prevalence of malnutrition 
and under nutrition in most of the country.  
 

3.10. Impact of climate change on transportation 
 

Transportation is very important to human life. Due 
to disasters like storms, floods, cyclones, coastal flooding, 
etc., a great damage is caused to the infrastructure of the 
affected area. The carbon emission in India has always 
remained very high except the current year 2020 which 
may be due to the Coronavirus driven lockdown which 
has reduced the transportation and industrial activities 
to the minimum in the country. 
 

3.11 Impact of climate change on economy 
 

The World Bank estimates a loss of about 2% in 
National Gross Domestic Product of the country. It is a 
result of shortage of clean water and the damage caused 
to the sectors like agriculture and fisheries, tourism and 
energy.  Therefore, it can be said that when the health is 
affected, the economy is also affected.  
 

3.12. Impact of climate change on coastal area 
 
According to Aggarwal and Lal, the Indian coast is 

predicted to undergo a rise in sea level between 30 and 
80 cm over the next century. If timely measures are not 
taken, then, the people living in coastal areas may get 
affected badly. The coastal cities of Mumbai, Kolkata and 
Chennai are at an average elevation of 2-10 meters and 
lie in the Low Elevation Coastal Zone (LECZ) category. 
Hence, they are most likely to suffer from flooding.  
 

4. Conclusion  
 
From the above, it can be concluded that, in the Indian 

continent, there has been an increase in the annual mean 
temperature during the last century. The predicted 
climate change reveals that the country will experience 
disastrous events that will enormously impact human 
life. It must be agreed that the climate is changing and it 
will surely lead to detrimental impacts Therefore, 
thinking about measures for mitigation and adaptation, 
both is equally important. Same is the case with 
developed nations who are trying hard to cope with the 
challenges posed by changing climate. However, with a 
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very large and diverse population, India needs to put 
more efforts to counter the impacts. 
 

5. Recommendations 
 
Taking into consideration the increasingly changing 

climate, following are the recommendations to reduce 
the impact on human race. 

• Boosting health care services 
• Controlling the growth of vector 
• Spreading awareness about health insurance 
• Higher investment and greater research in 

climate change  
• Undertaking health risk assessment studies 
• Vulnerability mapping using GIS 
• Establishment of baseline conditions 
• Scenario modeling 
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 Within the scope of this study; post-disaster assembly areas in Merkez district of the Uşak 
province in Turkey, criteria for determining these areas, sizes of the areas, and compliance 
conditions with the specified standards, would be evaluated. Besides, the distribution of post-
disaster assembly areas would be evaluated, and the maps prepared by using Geographical 
Information Systems (GIS). This study indicates that the assembly areas in Merkez/Uşak are 
not sufficient, especially in the populous neighborhood, and many of them have infrastructure 
problems. The distribution of the areas is also another problem in different neighborhoods 
from different reasons. The analysis made through the GIS also showed that the distribution 
of assembly areas is not homogenous in terms of accessibility. 
 

 
 
 

 
1. Introduction  

 

Turkey’s Earthquake Regions Map, which was 
entered into force in 1996, was updated by AFAD in 2018 
and entered into force on 1 January 2019 under the name 
of Earthquake Hazard Map of Turkey. In Figure 1, 
Earthquake Hazard Map of Turkey was adapted and the 
condition of Uşak province indicated. According to the 
information from Turkey’s Earthquake Regions Map, 
Uşak province was located in the second-degree 
earthquake zone, except the Eşme district. Eşme district, 
was located in the first-degree earthquake zone. In 
Earthquake Hazard Map of Turkey, more detailed data is 
used instead of this degree system, and the concept of 
earthquake zone is no longer used. “ The new map is 
prepared with much more detailed data taking into 
account the most recent earthquake source parameters, 
earthquake catalogs and new generation mathematical 
methods. Unlike the previous map, the new map shows 
the peak ground acceleration values rather than 
earthquake zones and replaces the ‘earthquake zone’ 
concept.” (AFAD, 2019d). 
 

 
Figure 1. Earthquake Hazard Map of Turkey and the 
Condition of Uşak Province. (Adapted from the 
Earthquake Hazard Map of Turkey). (AFAD, 2019d). 
 

2. Post-disaster assembly areas 
 

Such criteria have included in many national and 
international research and studies. For example, “The 
Study on A Disaster Prevention/Mitigation Basic Plan in 
Istanbul including Seismic Microzonation in the Republic 
of Turkey” final report is prepared by the Istanbul 
Metropolitan Municipality (IMM) and Japan 

http://igd.mersin.edu.tr/2020/
https://orcid.org/0000-0001-5616-1952
https://orcid.org/0000-0003-1324-2036
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International Cooperation Agency (JICA) in 2002. In this 
report, under the title of Parks and Open Space 
Availability for Primary Safety Evacuation of Residents, a 
new urban disaster emergency evacuation system has 
recommended. The recommended evacuation system 
consists of two phases. The first one is called as Primary 
Evacuation Areas and constitutes the post-disaster 
assembly areas. The latter is called Regional Evacuation 
Areas and functions as shelter areas and tent villages. In 
the report, both phases have been explained, and the 
criteria for their determination have been included also. 
Within the Primary Evacuation Areas part of the chapter, 
the report also stated how much area per person should 
be. According to the report, for all citizens and residents 
in the area, the gross minimum area should be 
determined as 1.5 m² per capita. The report also states 
that the evacuation area should be selected from 
publicly-owned lands. (Tezcan et al., 2021; Zhu et al., 
2016; JICA and IMM, 2002). 

In another study, which examined the factors related 
to the planning of post-disaster assembly areas and 
shelter areas, it was stated that five criteria should be 
considered when determining the assembly areas. In the 
accessibility criterion, it is emphasized that the assembly 
areas should be accessed by every individual easily. The 
connection with the road axis is determined as the 
second criterion by this study. In the criteria for 
availability and multi-functionality, some of the areas 
that may be recommended as assembly areas are given 
as an example, and some examples from active and 
passive green areas are presented. Within the scope of 
this criterion, the requirement that the area should not 
be smaller than 500 m² comes to the forefront. In the 
context of ownership, as indicated in the report on 
Istanbul as well, it is stated that publicly-owned lands 
should be preferred as a priority. The study includes the 
area sizes in the last criteria, and provides several 
examples from other studies, in addition to the JICA and 
IMM report which determined the minimum areas as 1.5 
m² per capita. For example, in another study, it is stated 
that the area should be determined based on building 
block, and it is recommended that it should be specified 
as 2 m² minimum as well. (Aşıkkutlu et al. 2021; Çınar et 
al. 2018; Xu et al. 2016). 

 

3. Assessment of post-disaster assembly      areas in 
Merkez district of Uşak province  

 

In the JICA and IMM report, the gross minimum area 
per capita was indicated as 1.5 m². The area per capita 
standard that would be taken into consideration in this 
study would be 1.5 m² per capita, as in the report. In the 
scope of this study, assembly areas will be evaluated in 
the neighborhoods of the Merkez district. The population 
data was obtained from the TurkStat address-based 
population registration data for 2018. The names, 
addresses, status of the infrastructure and 
superstructure, and area sizes of the assembly areas 
were reached through the Uşak Provincial Disaster and 
Emergency Directorate and via e-Government. 
Accordingly, the infrastructure status, which is one of the 
seven criteria indicated by AFAD, would be examined as 
well. Then, the capacities of the areas were calculated, 

and it was identified which assembly area could serve a 
population of how many during an emergency. The size 
of the area per capita in each neighborhood was 
calculated. Lastly, it was indicated whether the size of the 
area per capita in compliance with the standards or not. 

A total of 43 determined assembly areas in 28 
neighborhoods of Merkez district have listed. 11 of these 
28 neighborhoods do not have any assembly areas. 
According to inquiries via e-Government, when you click 
on any area in these neighborhoods, the three assembly 
areas that are closest to that area are listed and shown on 
the map. When we analyze the neighborhoods that have 
assembly areas in the context of area per capita, 9 of them 
are not in compliance with the standards (calculations 
made according to the specified 1,5 m² standard). 
Kemalöz neighborhood, which has the most population, 
meets the standards in this context as its area per capita 
is 2.9 m². After Kemalöz, the two most populated 
neighborhoods are Cumhuriyet and Atatürk 
neighborhoods, respectively. Both of them are below the 
accepted 1.5 m² standard. The area per capita in these 
populous neighborhoods are quite less, and there are 
also the less populous neighborhoods that have less than 
1 m² assembly area per capita. Besides, some 
neighborhoods are well above the standard, so the areas 
could be used by their immediate vicinity as well.  

Another criterion to be considered when 
determining the area is ownership. When we look at the 
Central District of Uşak, all assembly areas consist of 
parks and picnic areas and are all public ownership. 
According to the information obtained from Provincial 
Disaster and Emergency Directorate, all assembly areas 
in Uşak province is composed of public ownership areas, 
and no expropriation has been mentioned.  
Another criterion is the infrastructure status and 
whether it is capable of satisfying the basic needs or not. 
In this context, the status of the electricity, water, and 
sewer system of the areas was examined. Water 
infrastructure in four of the 43 assembly areas is not 
capable of satisfying the needs. At the same time, in all of 
these four parks, the sewer system is not suitable as well. 
The only park where electricity infrastructure is not 
suitable is Halil Kaya Gedik Park in Fatih neighborhood. 
The biggest problem, in terms of infrastructure, is the 
issue of the sewer system, 23 of the 43 assembly areas 
are not capable of satisfying the sewerage related needs. 
In fact, sewage infrastructure is not suitable in all 
assembly areas in Aybey, Durak, Fevzi Çakmak, Işık, and 
İslice neighborhoods. 
 

4. Examination of the distrubution of post-disaster 
assembly areas with GIS 

 

In this study, the distribution of the assembly areas 
in Merkez district has examined by using the coordinates 
obtained from Uşak Provincial Disaster and Emergency 
Directorate. The study examined the distribution of the 
areas in the district by using neighborhood boundaries 
and satellite image. Using coordinate information, the 
locations of the areas have marked, and the distribution 
of the areas on central neighborhoods has shown with 
ArcMap 10.6. Figure 2 shows the locations and 
distribution of 43 areas according to the neighborhoods. 
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Assembly areas that are near to the center have 
more densely located, and their numbers and frequency 
decrease as they move away from the center. The areas 
that are far from the center comprise the areas, which are 
generally larger and have a use as a picnic area. Towards 
the center, the parks, which are smaller and have the 
characteristics of neighborhood parks, are located as an 
assembly area. Especially as you move away from the 
center, the number of easily accessible areas is not much. 
However, some of the areas that are easily accessible and 
too close to the buildings have some safety concerns such 
as the collapse of buildings during an emergency.  

The densities of the assembly areas are shown in 
Figure 2, according to their distribution and area sizes. 
The Kernel Density map prepared in ArcGIS with Kernel 
Density tool by using the point features of the assembly 
areas. “The Kernel Density tool calculates the density of 
features in a neighborhood around those features. It can 
be calculated for both point and line features.” (Esri n.d.). 
As is seen from the kernel density map and the 
information so far, high-density areas are the large-sized 
assembly areas far from the center. Even though the 
number of areas is more in the center, their sizes are not 
even close to the ones with the highest density areas.  

Another analysis in ArcGIS has made using the 
Multiple Ring Buffer tool. This tool creates multiple 
buffers around the input with specified distances. So in 
this study, the distances specified as 100, 300, and 500 
meters around the assembly areas.  Accessibility to the 
areas easily by each individual is crucial during an 
emergency. So, the walking should be 500 meters or less. 
(Aksoy et al. 2009; Çınar et al. 2018; Şentürk 2017; 
Tarabanis and Tsionas 1999). In that case, Figure 3 
shows that they are not sufficient even in central 
neighborhoods, in terms of accessibility. The distances of 
100 and 300 meters from the assembly areas could serve 
a very small area in each neighborhood. Even the 
maximum distance of 500 meters could not serve the 
whole neighborhoods. So, in emergency, the areas are not 
in the easily accessible distance for many individuals. 

 
Acknowledgement 

 

Assembly areas are of vital importance during the 
first 12-24 hour period after the disaster. Therefore, its 
role in disaster management and planning is quite much. 
In the event of a disaster, it is very crucial to reach the 
people who are exposed to the disaster to the assembly 
areas in the shortest time possible. Therefore, the 
capacity should be sufficient to serve all citizens. 
Although areas that are large and capable of serving 
many people are considered as favorable, the main point 
is the determination of building block scale and 
neighborhood-scale assembly areas that can serve each 
settlement. Easily accessible assembly areas would be 
lifesaving during a disaster, especially by raising public 
awareness about the areas beforehand. There should not 
be any problems in terms of infrastructure and 
superstructure in the assembly areas, and the areas 
should be in good condition to respond to the vital needs 
of the disaster victims. All of this is very valuable in the 
event of a possible disaster. 
 

 
Figure2. Merkez/Uşak Post-Disaster Assembly Areas: 
Kernel Density.  

 

 
Figure 3. Merkez/Uşak Post-Disaster Assembly Areas: 
Multiple Ring Buffer.  
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In this study, the compliance with the standards of 
the assembly areas in Merkez/Uşak has examined, and 
the distribution of these areas has also evaluated by 
using GIS. All 43 assembly areas determined in the 
district are located in the central neighborhoods, and 
some of these areas are not sufficient, especially in the 
populous neighborhoods. While 11 of the 28 
neighborhoods do not have any assembly area, area per 
capita is below the accepted standard in 9 of the 17 
neighborhoods which have an assembly area. Besides, 
most of the assembly areas have infrastructure 
problems, especially in sewage infrastructure. In respect 
of the distribution of areas, while there is a more 
homogeneous distribution in some neighborhoods, there 
are problems, especially in neighborhoods where single 
and larger areas are determined as assembly areas. So, 
this distribution causes trouble in terms of accessibility 
to assembly areas. Also, the safety concerns such as 
collapse of buildings should be considered besides the 
accessibility. In the event of a disaster, accessibility to 
those areas in a safe way would be as important as the 
sufficiency of the areas. For this reason, easy-to-access 
areas that can respond to smaller settlements on the 
building block scale and neighborhood-scale should be 
determined as assembly areas. The deficiencies in the 
assembly areas need to be corrected, and new assembly 
areas need to be determined in the neighborhoods where 
the areas are not sufficient. With GIS, the analysis and use 
of spatial and non-spatial data could be achieved easily. 
That’s why it would be very advantageous using GIS to 
identify deficiencies of the assembly areas and to 
determine the new areas. 
 

References 
 

AFAD (2019a). Earthquake hazard map of Turkey index.  
AFAD (2019b). Earthquake hazard map of Turkey 

interactive web application.  
AFAD (2019d). Turkey's new earthquake hazard map is 

published. 
Aksoy Y (2010). The pre- and post earthquake evaluation 

of the existing and suggested green areas in the 
district of Zeytinburnu within the context of risk and 
disaster management. G.U. Journal of Science,  23(1), 
107-117. 

Aksoy Y, Turan A Ç & Atalay H (2009). İstanbul Fatih 
ilçesi yeşil alan yeterliliğinin marmara depremi 
öncesi ve sonrası değerleri kullanılarak incelenmesi. 
Uludağ Üniversitesi Mühendislik-Mimarlık Fakültesi 
Dergisi, 14(2), 137-150. 

Anhorn J, Khazai B (2015). Open space suitability 
analysis for emergency shelter after an earthquake. 
Natural Hazards and Earth System Sciences, 15(4), 
789 - 803. doi:10.5194/nhess-15-789-2015. 

Arca D (2012). Afet Yönetiminde coğrafi bilgi sistemi ve 
uzaktan algılama. Karaelmas Science and Engineering 
Journal, 2(2), 53-61. 

Aşıkkutlu H S, Aşık Y, Yücedağ C & Kaya L G (2021). Olası 
Deprem Durumunda Mahalle Ölçeğinde Burdur Kenti 
Acil Toplanma Alanlarının Yeterliliğinin Saptanması. 
MAKÜ, İktisadi ve İdari Bilimler Fakültesi Dergisi, 
8(1), 442-456. 

Balaban M Ş (2011). İstanbul Fatih ilçesi mevcut açık alan 
stokunun acil tahliye ve geçici barınma alanları olarak 
kullanılması durumunda erişilebilirlik ve yeterlilik 
analizi üzerine bir çalışma. Mimarlar Odası Ankara 
Şubesi Yayını, pp. 44-53. 

Caymaz E, Akyon F V & Erenel F (2013). A model proposal 
for efficient disaster management: the Turkish 
sample. Procedia - Social and Behavioral Sciences, 99, 
609-618.  

Çelik H Z, Özcan N S & Erdin H E (2017). Afet ve acil 
durumlarda halkın toplanma alanlarının 
kullanılabilirliğini belirleyen kriterler. 4th 
International Conference on Seismology and 
Earthquake Engineering. Eskişehir, Anadolu 
University. 

Çınar A K, Akgün Y & Maral H (2018). Afet sonrası acil 
toplanma ve geçici barınma alanlarının  

planlanmasındaki faktörlerin incelenmesi: İzmir-
Karşıyaka örneği. Planlama, 28(2), 179-200. 

Demirci A & Karakuyu M (2004). Afet yönetiminde 
coğrafi bilgi teknolojilerinin rolü. Doğu Coğrafya 
Dergisi, 12, 67-101. 

Esri. How kernel density works. 
Gerdan S & Şen A (2019). Afet ve acil durumlar için 

belirlenmiş toplanma alanlarının yeterliklerinin 
değerlendirilmesi: İzmit örneği. idealkent. 10(28), 
962-983.  

Hermann J (2007). Disaster response planning & 
preparedness: phases of disaster. 

Şentürk E & Erener A (2017). Determınatıon of 
Temporary Shelter Areas in Natural Dısasters By GIS: 
A Case Study, Gölcük/Turkey. International Journal of 
Engineering and Geosciences, 2 (3), 84-90. 

Tezcan B, Alakaş H M, Özcan E & Eren T (2021). Afet 
Sonrası Geçici Depo Yeri Seçimi ve Çok Araçlı Araç 
Rotalama Uygulaması: Kırıkkale İlinde Bir Uygulama. 
Politeknik Dergisi, 1-1.  

Zhu C, Wang Y, Ren W, Luo I, Yin Y, Xie W & Liu W (2016). 
The planning of green spaces to prevent and avoid 
urban disasters in dujiangyan. International Journal 
of Simulation: Systems, Science and Technology, 
17(46), 271–276. 

Xu J, Yin X, Chen D, An J & Nie G (2016). Multi-criteria 
location model of earthquake evacuation shelters to 
aid in urban planning. International Journal of 
Disaster Risk Reduction, 20, 51–62. 

 
 
 

 



* Corresponding Author Cite this study 

*(sevketbediroglu@gmail.com) ORCID ID 0000-0002-7216-6910 
  
  
 

 

Bediroglu S (2021). Developing 3D real estate tax visualization / management system 
with GIS based procedural modelling approach. 3rd Intercontinental Geoinformation 
Days (IGD), 10-13, Mersin, Turkey 
 
 
 

 

3rd Intercontinental Geoinformation Days (IGD) – 17-18 November 2021 – Mersin, Turkey 
 

 

 

 

Intercontinental Geoinformation Days  

 

igd.mersin.edu.tr 

 

 
 

Developing 3D real estate tax visualization / management system with GIS based procedural 
modelling approach 
 

Şevket Bediroğlu*1  

 
1Gaziantep University, Architecture Faculty, City and Regional Planning, Gaziantep, Turkey 
 
 
 
 

Keywords  ABSTRACT 
GIS 
3D Modelling 
Real Estate Tax 
Procedural Modelling 

 

 Creating detailed 3D building models with independent sections presents some challenging 
obstacles, including the gathering and managing of massive 2D and 3D datasets. In order to 
solve the problems that arise during the evaluation and management of real estate taxation, it 
is necessary to investigate what kind of advantages 3D systems can offer. Most part of the 
datasets to be used are not available directly (e.g. architectural plan, building models etc.). It 
is aimed to develop methods for saving time and standardizing by providing automations in 
the process of making these data available. It is aimed to develop a feasible, cost-effective 
approach that balances performance and quality in the subject-specific 3D model production 
process. Rule-based modelling was preferred as a 3D modelling method. With this modelling 
approach, necessary coding has been made in CGA language for producing 3D models. Thus, 
3D models can be produced automatically with independent sections regardless of the 
number of buildings. The relational database was transferred with City Engine, a procedural 
3D modelling program, with CGA codes prepared. Afterwards, 2D geometries of buildings and 
building independent sections were arranged in GIS program and associated with attribute 
data including real estate tax parameters and other GIS attributes. 

 
 
 
 
 

1. Introduction  
 

A 3D city model is by definition a three-dimensional 
graphic image capable of translating real city objects, like 
buildings or urban furniture, into a virtual scene (Catita 
et al., 2014). The use of geoinformation for enabling and 
facilitating smart city environments covers a wide range 
of fields including 3D modelling (Işıkdağ, 2020). 

 Compared with 2D, 3D GIS describes the objective 
world in a more realistic way, and shows geospatial 
phenomena to users via 3D modelling technology (Zhang 
et al., 2014). Incorporating 3D models into the land 
development industry addresses such challenges by 
providing data that better describes land and buildings in 
3D (Kalantari and Nechifor, 2017). In the transformation 
from 2D GIS to 3D GIS, a great number of 3D datasets 
(e.g., city models) become necessary (Atila et al., 2013). 
3D GIS would be a good solution for the representation, 
registration, and management of different legal 
information associated to cadastral location (Hajji et al., 
2021). Işıkdağ et al., 2014 stated that 3D representations 

can support mass computation of net area and 
consequently facilitate taxations of properties (Işıkdağ et 
al., 2014). There will be positive impacts of the 3D 
cadastre as it is supportive of the land market for a larger 
number of land objects and so increases in the real estate 
contribution to GDP are anticipated (Griffith-Charlesand 
and Sutherland, 2013). 

 The objective of this paper was to enable GIS, 3D and 
real estate tax evaluation integration by creating 3D 
models for buildings with separate floors and 
independent sections. The term ‘independent section’ 
here corresponds to a section, which is separated from 
other sections by walls or other partitions and has its 
own title deed or certificate of ownership. In other 
words, a section, which is individually managed, sold or 
bought, is considered to be an independent section. This 
division is complicated and can be changeable, according 
to the different functions and architectural plans of the 
building. Large numbers of independent sections may 
exist on a floor, a floor may be a completely independent 
section, or the whole building may be one independent 
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section. GIS based procedural 3D modelling method is 
used for creating building models with independent 
sections including real estate tax evaluation parameters. 
It is seen that this method is an efficient and cost-
effective approach for purpose of study. With this paper, 
we plan to help solving these scientific problems. 
Investigating the advantages of 3D systems to detect 
great and minor errors and ensuring compliance with the 
principle of transparency that arise during the evaluation 
and management of real estate taxation. Conducting 
comprehensive research on 3D model production 
methods, detail levels of models and other parameters 
that can be used in real estate tax management. 
Developing an applicable, cost-effective approach that 
balances performance and quality in the subject-specific 
3D model production process. Since the vast majority of 
data sets to be used cannot be used directly (e.g. 
architectural plan, etc.), developing methods for saving 
time and standardization by providing automation in the 
process of making these datasets available. Analyzing the 
cost-benefit analysis, efficiency and evaluating the result 
effects of 3D systems carried out for these purposes 
 

2. Method 
 

Workflow of whole system is shown at Figure 1. When 
the methods are considered in detail, hierarchical 
processing sequences were designed and implemented. 
Geodatabase was designed in GIS software ArcGIS. 
Related GIS attribute files about real estate tax 
determination were linked with main GIS geodatabase 
after preparation of UML schema shown at figure 2. Next 
step was applying real estate tax calculations with 
related parameters.  CGA language was used for the 
purpose of procedural 3D modelling and each 
independent section of the building models was created. 
Attribute files related to these independent sections 
were then connected with the 3D model geometries. The 
independent sections were linked with the related 
attribute GIS files which included tabular data within 
footprints of sections.  In the following stage, rule-based 
parameters and codes were created to extrude 
independent sections. These codes were created using 
CGA language, and GIS-based 3D models were generated 
via City Engine software. Orthoimagery was posed with 
the 3D land surface containing 3D models of the ground 
surface. For these operations, data such as orthoimagery 
and DEM are first prepared / arranged in the GIS 
program. In order to perform these operations in the City 
Engine program, orthoimagery and DEM are directly 
matched in places where there are no buildings. In places 
where there are buildings, with the "rule" file we 
prepared for the City Engine program, Orthoimagery 
parts corresponding to the roof of the buildings are 
assigned to the roof as "texture". Thus, image matching 
to the roof could be done automatically over a single 
orthoimagery without the orthoimagery breaking down. 
This 3D approach to model creation was applied to 121 
buildings and 1814 independent sections related to 
them. The details of methodology and study is explained 
briefly in following section with case study.  

 

 
Figure 1. Methodology workflow diagram 

 

2.1. Tax evaluation parameters 
 

In order to generate the real estate tax values on the 
models produced in the study make the determination 
and tracking of tax values more accurate, current, 
transparent and fair we have investigated the real estate 
tax criteria applied in our country and in the world.  
During the research and determination of coefficients, 
we were in constant contact with the local government to 
think contrary to current practices. There are different 
and contradictory practices in our country regarding the 
determination of real estate tax rates. Although the 
coefficients and scoring differ according to the countries, 
similar parameters are generally used and these 
parameters and coefficients can be updated according to 
the need. These determined parameters and real estate 
tax value calculation formula is presented below. 

  
α: General fair value on street basis 
β: Material of the building (quality of building) 
βk: Building material coefficient 
θ: Age of the building 
θk: Age coefficient 
φ: Construction area of building 
φk: Area coefficient 
ω: Function of independent section (shop, flat, 

apartment etc.) 
ωk: Function coefficient 
ψ: Floor number of independent section (height from 

street) 
ψk: Floor number coefficient 
λ: Independent section real estate tax 
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2.2. Case study 
 

2.2.1. Data preparation 
 

This stage of study was the main part of job before 3D 
model creation. First step was matching and aligning 
floor plans and building footprints with ArcGIS software.  
Study area is located at Trabzon / Turkey. At the end of 
study final 3D models will be in 2 parts such as 
independent section 3D models and building exterior 3D 
models with facades. If these raw datasets were not 
aligned, final models will seem horizontally shifted. GIS 
data obtained from municipality includes too many 
essential GIS attributes but some part was relevant for 
our study and some part was not. Figure 2 shows a screen 
of raw data processing and gathering necessary data for 
model creation. Other side there was some non-standard 
attribute data and we corrected them. We have collected 
building facades from 4 sides (aspects) of buildings. 
Facades of buildings were stored in jpeg format and 
named in folder building_number_aspect, i.e. 
building_1001_north. These specially named facades will 
be automatically matched with related building exteriors 
with the help of CGA code and name of files. 

 

 
Figure 2. Data preparation stages 

 

2.2.2. Extrusion of building independent sections in 
City Engine 

 

After these three parameters were matched, the CGA 
rule was redesigned for the recognition of these height 
parameters. All the independent sections of the whole 
building from ground to roof were 3D extruded via City 
Engine (Figure 3). In Trabzon, 121 different buildings 
and 1814 related independent sections were modelled in 
3D via procedural modelling.  In addition to the 3D 
models of the independent sections, building façade 
models were created by taking photographs of the 
building façades in the field. The GIS information for 
these models was obtained from the local government 
and was associated with the relevant models in the 
database. General views of the 3D building models are 
shown in Figure 3. 
 

3. Results 
 

The procedural modelling method has proven to be 
suitable for studies conducted at the neighborhood, 
district or city scale level. First, its integration of GIS data 
into the system has advantages over other methods. In 
the case of a 3D model of a single building, software like 
3d Max and SketchUp become advantageous because 

knowledge of professional 3D modelling is not required, 
and thus, there is no need for preliminary studies in the 
procedural modelling method. These systems are 
desirable for small projects; however, if the number of 
buildings subject to 3D modelling is overly numerous, the 
correct choice would be procedural modelling. As the 
number of buildings increases, the procedural modelling 
method makes a significant difference in the total 
number of iterations, i.e., the number of 3D models 
produced over time, the accuracy of the study, the details 
of the models, the total number of polygons within the 
model, etc. If the architectural plans used for modelling 
are in the form of precise CAD data and the buildings are 
produced in accordance with the plans, the produced 3D 
models will have high accuracy. On the other hand, if the 
data used is scanned raster data, like that which is 
currently stored in most of the local administrative 
systems, then the accuracy will be slightly reduced. 
 

 
Figure 3. General view of created 3D building models 
 

With the help of GIS based procedural 3D modelling 
technique, 3D visualizations can be made quickly in the 
system. In figure 4, 3D visualization of real estate taxes 
was made according to the square meter unit value. This 
visualization can definitely be done with normal 
modelling approaches, but thanks to procedural 
modelling, this visualization can be done very quickly 
with attribute data. For this purpose, we have created a 
colour ramp for real estate tax values and set RGB colour 
codes as attribute. CGA can directly visualize the colour 
due to attribute. 

 

 
Figure 4. 3D visualization of real estate square meter 
unit value 
 

Another visual output that may be produced quickly 
in the system is the 3D visualization of taxpayers who 
paid and did not pay the property tax in the past years. In 
order to make this visualization, the visualization shown 
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in figure 10 was made by using the attribute information 
in the database. For this purpose, we have created a color 
ramp for real estate tax payer and non-payers by setting 
RGB color codes as attribute. CGA can directly visualize 
the color due to attribute. Light green means taxpayer 
has no loan and dark green means taxpayer has one or 
two year tax loan. Shades of red means related taxpayers 
has more than two year accumulated loan.  

 

 
Figure 5. 3D visualization of paying and non-paying 
taxpayers 

 

4. Conclusion  
 

Results indicated that the procedural modelling is an 
efficient approach for creating the core features of 3D 
building components for 3D city models. Using 3D 
models produced in this study, 3D visualization of 
property tax values calculated by mass appraisal method 
could be made practically via GIS attribute information 
recently prepared by municipality technical works office. 
All the 3D models and GIS files can also be shared with 
citizens due to permission of administrator at local 
authority. System brings transparency and 
accountability for local government studies. In study, 2” 
cases were found most useful cases. First is colouring the 
independent sections and buildings due to update tax 
values. Second is colouring same objects due to payment 
status of taxes. With the help of parametric modelling 
users are able to make these visualizations and queries 
in a few seconds. Now this system is at evaluation and 
informing platform however the model may be a decision 
support system in recent future.  

The system brings speed and flexibility to 3D 
modelling studies. One rule can be used for modelling 
many buildings, thus making the system fast. In addition, 
applying any changes to the 3D models for any possible 

scenario is easy, as the system provides an adaptable 
environment. This flexibility works in terms of changing 
3D models in an automatic system for integration with 
other formats such as City GML and COLLADA. This study 
has shown that 3D modelling provides easy 
understanding and functionality for taxation 
applications with the help of visualization. Users can 
easily query tax values in 3D and get access about 
detailed GIS information related with the independent 
section. 
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 The present study addresses the status of forest land cover mapping and analytical findings of 
practical conservation for sustainable development of forested area. Remote sensing and GIS 
technique are known for reminders special analysis. Chandoli forest area presented the 
biodiversity and it is essential for ecosystem. There is tropical evergreen, moist deciduous 
forests. It is including in Sahyadri tiger reserve. The study highlighted those forests are has 
degraded in small scale but it is the problem for sustainable ecosystem in this National Park 
Forest area. There should be some remedies for controlling the degradation by road network 
and settlement due to human activities. Forest cover in the world is 31%, where as in India 
have 24.56%, 16.50 % in Maharashtra State, 23.19 % in Kolhapur District and Shahuwadi 
tehsil is acquired 23.38%. 

 

 
 
 
 
 

1. Introduction  
 

Forest ecosystem plays very important role in global 
ecological balance and natural environment. Forest 
provides a valuable timber for domestic and commercial 
use many industries like paper mills, mat making, 
plywood, sports goods and furniture at directly based on 
raw materials derived from forest. Forest employment to 
about 4 million people to earn their livelihood in forest-
based applications. Forest as the treasures of earth have 
as much important as they satisfy needs of the living 
beings and because of their significant role in the 
environmental harmony. 

Recent decades the problem of deforestation in world 
had raised considerable international in interest due to 
the industrial revolution as well as human activities. The 
rapid development of GIS and remote sensing techniques 
have provided a reliable effective and practical way to 
characterized terrestrial ecosystem properties and used 
in planning for sustainable development as well as 
conservation of natural resources. According to United 
Nations study about forest, the total area of the world in 
1900 was nearly 7000 million hectares and by 1975 it 
was reduced to 2890 million hectares. In the context of 

India according to recent state of the forest report the 
forest cover in India is 67.5 million hectors and it 
constitutes 20.5 percent of geographical area 
represented by 41.68 million hectares of dense forest 
and 25.87 million hectares an open forest. The 
biodiversity is essential for ecosystem that is present in 
the Chandoli forest. There are most of the floras and 
fauna recent plays a vital role in the forest ecosystem. 
Due to the human activities, there are fundamentally 
attaining the diversity of live and resulted in measure 
theory of species are currently declining. 

 

2. Method 
 

Satellite imagery of IRS of 1999 and 2015 satellite 
data have imported in address imagine software and 
Geo-rectified with image-to-image registration using 
UTM wgs84 projection the satellite data for land use and 
land cover are GIS software or have used for processing 
analysis and integration of spatial data simple statistical 
methods have used for data analysis cartographic 
technique used to draw the diagram.  

Papers prepared in accordance with the principles of 
writing and approved by the review board are published. 

mailto:drrajaram5@gmail.com
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2.1. Research objectives  
 

1. To assess the land use and land cover pattern of the  
      study region.  

2. To assess the changes in forest cover. 
 

2.2. Study area 
 

The study area is northern part of Kolhapur district. 
It is lies between 170 00’00” to 170 17’ 00” North latitude 
and 730 41’ 33” to 730 53’ 30” East longitude. It is located 
entire in the Western Ghat. The study region covers 
about 317 square km of geographical area the average 
height of above mean sea level from 600 to 800 m it is 
comprises Northern Sahyadri mountainous region in 
Shahuwadi tehsil. It consists a semi evergreen an 
evergreen vegetation mixed with grassland 50 
supporting to the variety of endemic plant and animal 
species Nearly 23 species of mammals, 122 species of 
birds, 20 species of amphibians and reptiles are known 
to be resident in the forest. Chandoli the total population 
is 1939 according to 2011 census. 

Geographical location of the Shahuwadi tehsil lies 
between 160 54’ 36” North and 730 56’ 46” East 
longitude. Total area of the Shahuwadi tehsil is 104352 
Sq. Hectors covered in 145 villages. According to the 
census of 2011 population of the Shahuwadi Tehsil was 
1,85,661. 
 
3. Discussion and results  

 
The land use, land cover pattern shows that current 

utilization of land resources. India being one of the 
important countries for utilization of natural resources 
like land, soil, water and climatic conditions etc. India has 
experienced the utilization pattern of natural resources 
and land use pattern varies from place to place as well as 
state to state. Chandoli National Park is the most 
important for the research of forest cover and its current 
status. After creating the layer and its processing we have 
analyzed following results. Land-use of a region is a 
combined result of the natural set up and human 
dynamism within socio economic set up and 
technological development. Land-use context in a special 
context is essential to understand regional zone of the 

areas of optimum land-use degraded areas etc. The use of 
land constitutes a major item in national planning and 
this is especially in India. 
 

 
Figure 1. Location of Chandoli National Park (Source: 
Based on SRTM Data) 
 

Table 1 shows that the land use and land cover 
pattern   of Chandoli National.  
 

Table 1. Chandoli National Park: LU/LC Pattern (1999 -
2015) 

Name 
of 

Class 

Year 1999 Year 2015 
Change 

in 
Percent Area 

in H. 
Area 
in % 

Area 
in H. 

Area 
in % 

Forest 
Cover 

8479 75.03 7985 70.76 -6.18 

Agri. 
Land 

136.37 1.2 175.57 1.55 39.2 

Barren 
Land 

731.91 6.47 1200.08 10.62 63.96 

Water 
Body 

1858.35 16.44 1816.84 16.07 -2.24 

Built 
up 

Land 
93.96 0.83 122.10 1.08 29.94 

Total 
Area 

11299.59 100 11299.59 100  

 

Figure 2 and 3 reveal that, what type of land use and 
land cover pattern existing in the study region. The 
maximum proportion of the land cover presented from 
forest cover and minimum proportion is represented 
from the built-up land.  Near about 70 per cent of the area 
occupied by forest during the year 1999 and it is reduced 
in the year 2015 and presented only 70.66 percent. It is 
reduced by 6.18 percent during this period.  The area 
under water body has slightly decreased from 16.44 per 
cent in 1999 to 16.07 per cent in 2015. It is decreased by 
2. 24 percent. Area under Barren land has increased by 
468 hectors, it was 6.47 percent in 1999 and 10.62 
percent in the year of 2015. In the year 1999 the area 
under agriculture was 1.2 percent. It is also increased in 
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year 2015 (1.5 5 per cent), it is increased by 39 percent. 
Area under built up land was 93.96 sq. ha (0.83 per cent) 
and 122.8 sq. ha (1.08 per cent) in the year 2015. 
 

 
Figure 2. Chandoli National Park: LU/LC Pattern (1999 -
2015) 
 

Figure 3. Map of Chandoli National Park: LU/LC Pattern 
(1999 -2015) 

 

 

3.1. Degradation factors analysis 
 

Present study indicates that, there are two factors 
also affected to degradation of forest area which are 
settlements and road network. We have prepared the 
map of buffer zone about settlements and road network 
which are affects to natural vegetation. There are more 
road network affects to forest less than settlements. We 
have created five buffer zones by 100-meter scale. Most 
of the area covered by cart road with is also affected to 
the natural vegetation and wildlife; it is the best method 
for environmental conservation and its management in 
the ecosystem Eco sensitive zone.  
 
Figure 4. Buffer Zones of Road Network and Settlements 
(Source: Based on SRTM Data) 

 

 
 
4. Conclusion 
 

Chandoli forest are experienced and slightly 
degradation in the proportion of the forest area. The 
study has reveals, there are more than 70 percent land is 
occupied by forest land due to heavy rainfall and 
physiographic condition. The study area presented the 
Barren land increased by 63% due to the deforestation 
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existing in that area. There is agricultural land is 
increased with less rate, due to the growth of population 
and people are interested to practice of agricultural in 
this area. Study area experienced the increasing pattern 
in built up land due to the increasing population. Water 
bodies of the area are slightly decreased. Most 
degradation factors affect the forest land such as road 
network and settlements. The Chandoli national parks 
should be establishment of a forestation in a barren land 
and hill slopes. The human activities such as 
deforestation, grazing of livestock should be avoided in 
this area. Present study has highlighted that most 
advanced technique that is remote sensing and GIS 
provide a powerful tool for mapping and detecting 
changes current studies in forest distribution.  
 
5. Recommendations 
 
Following steps should be taken for conservation of 
forest. 
 
1.Regulated and planned cutting of forest. 
2.Reforestation 
3.Check over forest clearance for agricultural purposes. 
4.Proper utilization of forest product. 
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 Flood inundation maps, which can be created using satellite images, offer useful information 
for flood risk preparation, control, communication, response, and mitigation during a disaster. 
This study discusses the Chamoli disaster, which occurred on February 7, 2021 in Uttarakhand 
state, India using Sentinel-1 data acquired pre, during, and post the flood to understand its 
impact on the region. This study also describes an automated flood inundation mapping 
method based on Sentinel-1 synthetic aperture radar (SAR) data using Google Earth Engine 
(GEE) platform. In this study, the backscattered product of SAR images after pre-processing 
from the GEE platform was used. For validation approaches both direct (field data) and 
indirect (secondary data) is used. Secondary data include optical Remote sensing images from 
the Sentinel-2 satellite, which were used in the study. For Sentinel-2 data processing ArcGIS 
has been used. The field data were obtained at different flood-affected areas on different time 
scales. To summarize, study results from Sentinel-1 SAR data using GEE can be a valuable 
method for monitoring flood inundation areas during a disaster, as well as enhancing existing 
efforts to save lives and livelihoods of populations, as well as safeguard facilities and 
industries. 
 

 

1. Introduction  
 

Floods are most often caused by hurricanes and 
torrential rain, or by flooding streams, rivers, or oceans; 
this form of natural disaster is one of the most common, 
affecting almost every demographic and region on Earth. 
Floods, since they are such diverse disasters, provide 
emergency planners with a vast range of perspectives. 
During a crisis, the immediate concern is for human life 
and the resources required to provide emergency 
service. The Floods Directive of the European Union (EU) 
describes a flood as the temporary covering of ground by 
water that is not usually flooded by water. During the 
monsoon season, heavy river drainage triggers extensive 
flooding. River flooding is a common natural occurrence 
that happens when a river catchment absorbs more 
water than it can handle due to runoff, melting snow, or 
ice . Floods will damage bridges and homes, destroy 
power grids, and even cut off parts of towns or rural 
communities from the first responders that need to 
access them Long-term worries about severe floods 
depend on structural damage; food is often the most 

serious problem since crops are lost and livestock 
drowns in major flood disasters. 

Every disaster occurrence (floods, earthquakes, and 
cyclones) causes changes in the geometric, dielectric, or 
both properties of sensing materials, which can be easily 
tracked using SAR backscatter. The SAR backscatter from 
flood-affected areas differs from that of non-flooded 
areas, allowing for precise flood mapping. Several studies 
have been conducted to explore the effective use of SAR 
data in flood mapping. 

Users with a cloud-based framework, such as Google 
Earth Engine (GEE), can retrieve and process large 
amounts of Sentinel-1 data directly in the cloud, rather 
than downloading and processing it locally. Data 
processing is done in parallel on Google's computing 
infrastructure, which greatly increases processing speed 
and opens up new possibilities for end users. In recent 
years, the GEE cloud technology has seen widespread use 
in a variety of remote sensing applications. Several 
studies make use of time-series EO data from the GEE 
catalog for a variety of operational purposes, including 
urban development mapping, global forest transition, 
global forest watch, and global surface water explorer. 
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The GEE platform has several benefits, including the 
inclusion of multitemporal EO datasets, a parallel 
processing architecture, and the potential to handle large 
datasets efficiently. All of the evidence mentioned above 
indicate that the cloud-based rapid flood mapping 
solution must be publicly accessible, effective, reliable, 
and user-friendly to stakeholders and decision-makers. 

In this study, flood-affected areas were mapped using 
Sentinel-1 SAR images and a processing chain in the GEE 
cloud platform. The GEE is efficient in data handling, 
simple to implement with few user inputs, has a short 
processing time, is scalable to larger spatial extent flood 
mapping, and is universally applicable. GEE is evaluated 
in this study on the major flood event of Chamoli district, 
Uttarakhand state, India, on February 7, 2021. Finally, we 
use Sentinel-1 SAR images to generate operational high 
resolution flood maps.  
 
2. Study area and datasets 

 
2.1 Study area 

 

The study area selected for this research work is a 
Chamoli district, which is the second largest district of 
Uttarakhand state of India and the location map of the 
study area is shown in the Fig. 1. Gopeshwar is the 
district's administrative headquarters. Chamoli district 
geographically located between 79º 15' 00" E to 80º 00' 
00" E Longitude and 29º 15' 00" N and 31º 00' 00 N 
Latitude and falls in Survey of India toposheet numbers 
53 O, M and N. The district has a geographical area of 
7,604 square kilometers. The district's elevation ranges 
from 800-8000 m. The climate of the district is influenced 
by altitude. From November to March is the winter 
season. The district has a total population of 391,605, 
with male and female populations of 193,991 and 
197,614, respectively. The population density is 49 
people per square kilometer, and the gender ratio is 
1000:1019. The national literacy rate is 82.65%, with 
male and female literacy rates of 93.40 and 72.32 
percent, respectively. 
 

Figure 1. Location map of the study area 
 
 
 
 

2.2 Datasets 
 

For mapping the Chamoli flood event, both SAR and 
optical images are used. The available Sentinel-1 SAR 
images from pre, during, and post is used for flood 
mapping. Sentinel-1 Ground Range Detected (GRD) 
images collected from the GEE platform are already 
terrain-corrected σ0images with a pixel scale of 10 × 10 
m. To validate the results, Sentinel-2 optical images that 
are freely available from USGS Website are used. The 
Sentinel-2 image acquired pre and during the flood i.e., 
on 31 Jun 2021 and 10 Feb 2021 was used. The spatial 
resolution of Sentinel-2 optical images is 10m. In 
addition to these imaging satellite datasets, global 
surface water data and DEM, World Wildlife Fund 
(WWF) Hydro SHEDS data are fetched into the GEE 
platform for a better understanding of the area's flooding 
events. Global surface water data and WWF Hydro 
SHEDS have spatial resolutions of 30 m and 3 arc sec, 
respectively, and a detailed description of these datasets 
can be found in the Earth Engine Data Catalog. 

 

3.Methodology 
 

As it works on a parallel processing architecture, the 
GEE cloud platform can excellently perform various tasks 
ranging from data retrieval to flood mapping in a 
systematic way. The flood mapping processing chain is 
divided into 4 stages, i.e., 1) Sentinel-1 Data Collection, 2) 
Metadata Filtering, 3) Permanent Water Body Mask 
Creation and 4) Flood mapping using GEE. Figure 3 
shows the conceptual structure of the proposed 
processing chain for flood mapping using Sentinel-1 with 
GEE. 

Figure 2. (a) Image captured pre-flood by sentinel-1, (b) 
Image captured During flood by sentinel-1, (c) Filtered 
image pre-flood (d) Filtered image During flood 
 

3.4 Validation approach 
 

Both direct (field data) and indirect (secondary 
data) validation approaches are used. Secondary data 
include optical remote sensing images from the Sentinel-
2 satellite, which were used in the study. The field data 



3rd Intercontinental Geoinformation Days (IGD) – 17-18 November 2021 – Mersin, Turkey 

 

  20  

 

were obtained at different flood-affected areas on 
different time scales.  
 

Figure 3. Methodology for processing Sentinel-1A SAR 
data 
 

3.5 Sentinel-2 data collection and image processing 
 

Optical images captured by Sentinel-2 during 31 Jun 
2021 and 10 Feb 2021, are being analyzed and used to 
locate flooded areas. Optical imaging is commonly used 
for flood prediction and mapping due to a variety of 
advantages. The Sentinel-2 image acquired pre and 
during the flood i.e., on 31 Jun 2021 and 10 Feb 2021 was 
used. The detailed step-by-step method used on sentinel-
2 pre-flood and during-flood images to extract 
permanent water bodies from the pre-image and to 
locate flooded areas from the during flood image is 
shown in Fig 4.  

 

 
Figure 4. (a) & (b) Pre-flood and during flood image by 
sentinel- 2 respectively 

 
Figure 5. Methodology for processing sentinel-2 optical 
data 
 
4 Results and discussions 
 
4.1 Flood mapping using GEE for Sentinel -1 image 
 

The images are classified as pre-flood, flood, and 
post-flood based on the duration of the flood. The images 
acquired are 10th of February designated as flood 
images.SAR images are naturally degraded by granular 
noise such as speckle noise due to the coherent nature of 
the scattering phenomena. All σ0 images are converted to 
natural scale from decibel (dB) scale as the first step in 
the flood mapping process. For a refined Lee speckle 
filter with a 3 × 3 window size, a user-defined function is 
created. DEM available on the GEE cloud platform with a 
spatial resolution of 3 arc sec was used. When generating 
flood maps at the district level, it is important to mask out 
higher elevation regions to reduce computing time.This 
is accomplished by importing the HydroDEM into GEE 
from terrain data obtained with. Terrain() is an 
operation. Using the .select() operator, the slope image 
was obtained from the terrain dataset. Finally, the flood 
affected areas are extracted and the result is shown in the 
figure 6.  
 

 
Figure. 6 Flood affected areas observed by Sentinel -1 
SAR data using GEE 
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4.2 Flood mapping using ArcGIS for Sentinel -2 image 
 
The optical sensors' inability to penetrate the 

clouds, as well as their reliance on the sun's illumination, 
limit the availability of optical imaging during the flood 
period. However, optical sensor data is less expensive 
and easier to read than SAR data. The optical image 
captured during the flood on 10 February 2021 with the 
Sentinel -2 sensor is taken into account. The image is first 
geometrically corrected. The satellite imagery is then 
classified using ISODATA, an unsupervised classification 
technique. It separates the image into several objects 
based on their homogeneous characteristics and 
classifies/clusters them. First, the image is divided into 
five class. The water features are then highlighted from 
the classified image using the recoding technique. The 
inundated areas are later extracted from the image by 
overlaying the digitized mask. The extracted resultant 
water layer is illustrated in Figure 8. Flood assessment 
and mapping are used not only to locate affected areas, 
but also to monitor the sustainability of environments.  
 

 
Figure 7. Flood affected areas observed by Sentinel -2 
optical data 
 
5.Conclusion  

 
In this study, a practical technique for flood 

monitoring at the required spatial resolution was 
proposed using SAR images. Its specific aim was to 
highlight the possible use of Sentinel-1 SAR data sets 
from the European Earth Observation mission for flood 
monitoring in the Chamoli district of Uttarakhand state 
on February 7, 2021. Our analysis of the various Sentinel-
1 parameters revealed that the best results were 
obtained using the VV polarization configuration. 

The methodology for extracting the flood-affected 
region using optical images was also discussed in this 
study. The flooding zone is identified by overlaying the 
digitized pre-flood image mask on the extracted water 
layers. As a result, we may conclude that geospatial and 
earth observation tools provide timely data for effective 
decision-making and comprehensive flood disaster 

management. Because of the weather conditions during 
floods, it is difficult to obtain cloud-free optical data, and 
SAR data should be used to estimate the flooded region. 
This method was established by using a publicly 
accessible data and analysis tool, GEE, which can be 
especially beneficial to developing countries. The 
established flood prone areas will serve as crucial inputs 
for flood modelling and analysis, assisting in flood risk 
management. 

 

 
Figure 8. Aerial and field photographs (a – i) showing 
Chamoli flood disaster 

 
The research was carried out in Google Earth Engine, 

a cloud-based integrated development environment 
(IDE) platform, and code was written in JavaScript, which 
is the code link of the evaluated work and performance.  
https://code.earthengine.google.com/a28356f36fa16b6
b78b31ee35edde970 
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 The last eruption in the Fogo Volcano, which began in November 2014, was the first 
eruptive event captured by the Sentinel-1 (S1) mission. The present work sought to 
complement previous research and explore the potential of utilizing data from the 
Synthetic Aperture Radar (SAR) S1 mission to better monitor active volcanic areas. S1 
Ground Range Detected (GRD) data was used to analyze the changes that occurred in 
the area before, during, and after the eruptive event and was able to identify the 
progress of the lava flow and measure the affected area (3.89 km² in total). Using the 
GRD data on Google Earth Engine (GEE) platform demonstrated high potential in terms 
of response time to monitor and assess eruptive scenarios in near-real-time, which is 
fundamental to mitigate risks and to better support crisis management. 

 
 
 
 

1. Introduction  
 

The archipelago of Cabo Verde is located between 
latitudes 14º and 18º North and longitudes 22º and 26º 
West. Situated in the Atlantic, 1300 km from the Canary 
Islands, its territory has 10 islands and 13 islets and Fogo 
Island was the site of the last eruption (Fig. 1). Fogo 
Volcano is the most active volcano in this archipelago, 
with about 26 eruptions in the last 500 years. 

After almost 20 years since the last eruption occurred 
in 1995, a new eruptive event with strombolian 
characteristics began in November 2014 and lasted 
approximately 78 days. 

Fogo Island has an extensive eruptive history being 
the only island of the Archipelago of Cape Verde to have 
volcanic activity. The Fogo Volcano has a caldera with 
approximately 8 km in diameter that was formed from 
two collapses that occurred in the central part of the 
volcano and Pico do Fogo was formed in the sequence of 

collapses on the eastern flank of the island (Brum da 
Silveira et al., 1997). 

 
Figure 1. Map of Fogo Island, one of the ten volcanic islands of 
the Cabo Verde Archipelago. The Pico do Fogo (Fogo Volcano) 
constitutes the higher point of the island (2829m).  
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Eruptive events may make it impossible to access 
affected areas and gather in situ data. Thus, the 
advancement of geospatial technologies proves critical in 
better understanding the genesis of these events 
remotely (Pyle et al., 2013; Jerram, 2018). 

Mapping and updating the cartography of areas with 
active volcanism configures a fundamental task as it 
constitutes a tool to be used in the planning and crisis 
management process, as well as in the development of 
research, risk assessment, and crisis management (Fitz, 
2008; Silva et al., 2018). 

SAR data provides several advantages over other 
monitoring techniques due to the acquisition process of 
data in inaccessible and all-weather scenarios, by day or 
night. Besides that, S1 allows a relevant improvement for 
cost-effective monitoring and risk assessment of active 
volcanic areas. S1 pixel resolution is about 5x20 m in 
azimuth and range, respectively, with a revisiting cycle of 
6 days. High spatial resolution SAR data is fundamental 
to allow the detection of unconformities in remote areas. 
SAR data is becoming essential in collecting relevant 
information about the dynamic processes by which an 
eruption can be generated (Fujira et al., 2017). 

The GRD data from S1 mission was used in this study 
to identify the progress of the lava flow and measure the 
affected area, in order to assess its potential to monitor 
and assess eruptive scenarios in near-real-time, which is 
fundamental to mitigate risks and to better support crisis 
management.  
 
2. Data and methods 

 
This paper is focused on the application of S1 

products in order to analyze eruptive scenarios. S1 GRD 
data was used to monitor the progression of the lava 
flows related to the 2014/15 eruption event through the 
detection of surface changes. 

GRD is a S1 product that corresponds to SAR data 
detected, analyzed, and projected to the ground range 
taking into account the ellipsoidal Earth model, with 
separation capability in the object-target ratio of 
approximately 20 x 22m (ESA, 2016; ESA, 2021; Mullissa 
et al., 2021).  

GRD consists in a product that presents the image 
amplitude values relative to backscattering, considering 
parameters such as surface roughness. These images 
require preprocessing to remove thermal noise. The 
workflow shown in Figure 2, suggested by Filipponi 
(2019), was applied to process this data in the SeNtinel 
Application Platform (SNAP) software. 

 

 
Figure 2. Workflow for removing thermal noise from S1 GRD 
data in SNAP software 

The first stage of this procedure consists of the Apply 
Orbit File step, which corresponds to a refinement of the 
accuracy and the information referring to the position 
and speed of the satellite. Thenceforth, the Thermal Noise 
Removal step was applied in order to remove the thermal 
noise, thus normalizing the backscattering signal of the 
images.  Subsequently, the Border Noise Removal 
procedure was used to compensate for the Earth's 
curvature levels, thus reducing the low-intensity noise 
contained in the images. Calibration step was then 
applied, ensuring that the image pixels were correlated 
with the backscattering that occurred during the 
information acquisition phase (ESA, 2021). Then, Speckle 
Filtering step was applied, which corresponds to the 
process of filtering speckles and noise. Afterward, the 
Range Doppler Terrain Correction step was undertaken 
to perform the geometric correction of the terrain to 
compensate for image distortions. The last step of this 
workflow consisted in converting the backscattering 
coefficient into decibels through a logarithmic 
transformation.  

The GRD data acquired by the S1 mission is described 
in Table 1. 
 

Table 1. S1 data used to generate the GRD of the area affected 
by lava flow 

Image acquisition dates Orbit 

08 November 2014 Descending 

27 November 2014 Ascending 

09 December 2014 Ascending 

21 December 2014 Ascending 

02 January 2015 Ascending 

07 February 2015 Ascending 

 
To map the lava flow of the 2014/15 eruption, the 

GRD data was analyzed to identify the different paths 
that lava flow ran through day by day. 

With the GRD data processed, the raster calculation 
tool of Arcmap 10.4 software was used to compute an 
Image Differencing Change Detection (Lu et al., 2004). In 
this procedure, each image after the start of the event is 
subtracted from a pre-event image. For this purpose, the 
value of an image referring to the last hours of the 
eruption was subtracted from an image prior to the 
beginning of the event. Very high (“change”) and very low 
(“no change”) values were thresholded in order to obtain 
the change detection map. To assess the accuracy and 
validate each change detection procedure, the Overall 
Accuracy was computed with independent validation 
datasets with 50 change/no change sampling points  
(Congalton and Green, 1999). 

 
3. Results and discussion  

In order to analyze the lava flow temporal 
progression, S1 GRD data was used to identify the 
affected area along the eruptive event. The successive 
change detection procedures showed Overall Accuracies 
ranging between 0.70 and 0.90. The surface changes that 
occurred during the 2014/15 eruption can be visualized 
in Figure 3.  These changes are in line with the detailed 
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description made by Cabral (2015) for this eruptive 
event. 
 

 
Figure 3. Level-1 GRD S1 multitemporal data used to illustrate 
the progression of the lava flow during the 2014/15 eruption. 

In Figure 4, it is possible to note that some of the areas 
previously observed as affected by the 2014/15 lava flow 
were not identified in the change detection procedures 
with GRD data. It might be explained by the fact that there 
were no substantial roughness changes in the overlap 
area of 2014/15 lava flow with that of 1995 which 
occured at Chã das Caldeiras, as exposed by Bignami et 
al., (2020). 

 

 
Figure 4. Changes detected with S1 GRD data throughout the 
2014/15 eruptive event 

 

The values of the total area affected by the lava flow 
were estimated to be approximately 3.89 km². The result 
is in relative agreement with other authors' findings 
when applying different techniques (Table 2). 

  
Table 2. Total areas affected by the 2014/15 eruption, 
according to different authors 

Area (km²) Reference 

5,42 Cappello et al., (2016) 

4,85 Richter et al., (2016) 

4,97 Bignami et al., (2020) 

4,8 Bagnardi et al., (2016) 

4,53 Vieira et al., (2021) 

 

The use of cloud-based platforms (e.g., GEE) allows 
their users to instantly access and analyze geospatial 
data through web interfaces (Gorelick et al., 2017). The 

user accesses all the cloud-hosted data without having to 
download the data of interest, in addition to the 
possibility of developing custom algorithms based on 
Python and JavaScript (JS) Application Programming 
Interfaces, which greatly reduces the computational 
constraint on the part of users (Navarro, 2017; Kumar & 
Mutanga, 2018; García et al., 2018). 

A JS-based application was generated in GEE platform 
using a code by Google (2021) and adapted in order to 
compare the GRD images of S1 referring to the area 
affected by the lava flows resulting from the eruptive 
event. The data filtering parameters used in the JS script 
were applied to the GEE-based data collection entitled 
'COPERNICUS/S1_GRD', with VV polarization 
corresponding to the IW mode. 

The images in this application refer to the period from 
October 2014 to February 2015 (Fig. 5). 
 

 

 

 
Figure 5. GEE-based application using S1 GRD data to observe 
the path of lava flows during the eruptive event. Above) Image 
from October 15th (2014) in a scenario prior to the eruption. 
Middle) Image from November 27th (2014) corresponding to 
the first hours of the eruptive event. Below) image from 
February 12th (2015) showing a post-eruption scenario. 
Application available at: 
<https://rafaelaptiengo.users.earthengine.app/view/fogocom
parision>. 
  

By selecting an image from before and after the 
eruptive event, the app is able to show the surface 
changes caused by the lava flow. 

The use of GEE proves to be, therefore, a great asset 
to ensure greater speed of response, since it presents 
results in a matter of minutes after the script 
development. 
 

4. Conclusion 
 

Monitoring surface changes during eruptive events 
using S1 GRD data proved cost-effective in terms of data 
processing and analysis, with lower computational cost, 
and results consistent and coherent with those 
previously obtained with S1 SLC data or other types of 
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SAR data (including commercial high spatial resolution 
sensors). Therefore, this approach is pertinent and 
suitable for research but is especially valuable to 
integrate low-cost monitoring systems of active volcanic 
areas in near-real-time. The systematic use of GRD 
products can thus serve as the basis for event monitoring 
that confers greater agility in computation and analysis 
time for decision support. Furthermore, with the 
availability of the no-cost computing power provided by 
the GEE platform, and being GRD the only S1 data type 
currently available in the GEE catalog, this 
methodological approach can be considered as pertinent 
and cost-effective for supporting near-real-time 
monitoring and crisis management in active volcanic 
areas. 
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 The study aims to determine the spatial distribution of vineyards with support vector 
machines (SVM) and convolutional neural network (CNN) based deep learning model. 
Multispectral (MS) and Panchromatic (PAN) bands of the high spatial resolution Worldview-
2 (WV-2) satellite image were used for the study area located in Erzincan Üzümlü district. MS 
and PAN bands were fused to enhance the spatial resolution of the WV-2 multispectral image, 
making the vineyards more distinct and visible. Then, training samples were collected for five 
predetermined classes (vineyard, forest, soil, road and shadow) within the boundaries of the 
study area to generate training and test data,  and the satellite image was classified using both 
Support Vector Machine (SVM) and CNN algorithms. Classification results were investigated 
using error matrices, kappa analyzes, and Mcnemar tests. As a result of the accuracy analysis, 
general classification accuracies and kappa values for CNN and SVM were obtained as 86.00% 
(0.8536) and 63.33% (0.6077), respectively.  It has been observed that the CNN classifier 
provides higher classification accuracy (24% higher than the SVM). In addition, it was 
examined whether the differences between the McNemar test and the classification results 
were significant or not. As a result of the McNemar test for CNN and SVM, a value of 10.298 
χ^2 was calculated. The fact that the calculated χ^2 value is greater than 3.84 reveals that the 
CNN classifier significantly increases the classification accuracy at the 95% confidence 
interval. 

 

 
1. Introduction  

 

Remote sensing techniques and satellite images make 
great contributions in many areas such as the detection, 
tracking, protection of agricultural products, 
environmental and urban applications. Image 
classification is used in many different areas such as 
monitoring tropical forests (Christian ve Krishnayya 
2009), which are of great importance in terms of being a 
rich natural resource with biological diversity, 
monitoring of coastal change (Gungor et al. 2010), 
monitoring of urban development (Chi et al. 2009), 
object extraction (Zhang et al. 2007), classification of 
land cover (Huang et al. 2011) and classification of 
product types (Sun and Di 2020). Image classification, 
also called information extraction, is the process of 
transforming this information into meaningful land 
cover information by using the pixel values in an image 
(Gao 2009). Image classification algorithms in remote 

sensing have been developed to meet the needs of 
various applications. In recent years, different learning-
based algorithms have been developed for classification 
in order to quickly extract the most accurate and reliable 
information from satellite images. Commonly used 
learning-based classifiers include Random Forest, 
Bagging, Boosting, Decision Trees, Artificial Neural 
Networks, Support Vector Machines and K-Nearest 
Neighbor. These algorithms are also called machine 
learning methods.  Machine learning methods using large 
enough data and parameters can automatically infer 
rules and constraints that users cannot see/notice 
directly. These methods try to find the most suitable 
model for the new data with the decision rules created 
with the training and test data. In addition, in recent 
years, deep learning algorithms, which are a sub-branch 
of machine learning methods, have been widely used for 
more accurate and reliable determination of agricultural 
products in precision agriculture applications. For 
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example, Grinblat et al. (2016) used deep learning 
algorithms to recognize plants from the vascular 
structures of plants and identified plants with high 
accuracy. Ferentinos et al. (2018) used deep learning 
algorithms to detect diseased plants. They detected the 
diseased ones on 25 different plant species with 99.53% 
accuracy. Chlingarian et al. (2018) made product yield 
predictions with deep learning algorithms. In addition, 
they defined plant species by classifying images with 
99.58% accuracy with deep learning algorithms 
(Abdullahi et al. 2017).     As can be seen from the studies, 
various satellite images and methods are used in the 
determination of agricultural products. It will be possible 
to detect agricultural products in a shorter time and 
accurately with the methods and satellite images 
selected according to the characteristics of the study area 
and the product. Cimin grape, which has economic value, 
is an endemic variety grown in the Üzümlü region. This 
study aims to determine the distribution of the 
cultivation areas of Cimin grape using satellite images. 

 
1.1. Study area and dataset 

 
An area of 25 hectares in Üzümlü district, where the 

Cimin, or Üzümlü grape, which is described as the 
Erzincan grape is grown, was determined as the pilot 
study area (Figure 1). Üzümlü District is located in the 
Upper Euphrates Section of the Eastern Anatolia Region, 
within the borders of Erzincan Province. A large part of 
the district land (80%) is located in the Öz Mountains 
(approximately 3500 m altitude.) region extending to the 
north of the Erzincan basin, and a small part (20%) is 
located in the Erzincan plain (approximately 1200 m 
altitude). Üzümlü (410 km2) is the second smallest 
district of Erzincan province after Otlukbeli (254 km2) in 
terms of area size (TR Erzincan Governorship, 2021).  

The Worldview-2 (WV-2) satellite image used in the 
study has 8 MS bands (Coastal, Blue, Green, Yellow, Red, 
Red Edge, Near-Infrared 1, NearInfrared 2)  with a spatial 
resolution of 2 m and a panchromatic band with a spatial 
resolution of 0.5 m. Radiometric, atmospheric and 
geometric corrections of this image used in the study 
were made by the company from which the satellite 
image was taken. 

 
2. Method 

 
The study includes accurate and reliable 

determination of grape fields using two widely used 
machine learning methods, Support Vector Machine 
(SVM) and convolutional neural network (CNN). In the 
study,  the WV-2 MS and PAN images were fused using 
the Hyperspherical Color Space (HCS) pan sharpening 
method to discern the grape areas more clearly in the 
image. The HCS is a method developed for the 
Worldview-2 images (Padwick 2010), and there are 
various articles in the literature supporting that the HCS 
image fusion method gives successful results in terms of 
spectral and spatial aspects (Akar 2019; Li et al. 2015; 
Padwick et al. 2010; Anshu et al. 2017). For this reason, 
the HCS method was preferred in this study. Then, 
training pixels were collected in ENVI software for five 
classes (vineyard, forest, soil, road, shadow) over the 

fused image. A total of 70505 pixels were collected. Using 
this training data, the image was classified using SVM and 
CNN algorithms. Python programming language were 
used to classify the image with CNN. Optimum 
parameters for the image in classification were 
determined by a trial and error approach. The 
classification methods used for this study are explained 
theoretically below. 

 

 
Figure 1. Study area 

 

2.1. Support vector machine 
 

The Support Vector Machine (SVM) classifier can 

classify data that is both linearly separable and 

nonlinearly separable. The aim is to determine the 

optimum hyperplane that separates the classes from 

each other (Vapnik 1995). If the classes are linearly 

separable from each other, it determines the planes 

with the greatest distance from the planes separating 

the classes from each other and uses these planes to 

create a linear discriminating function. Classes are 

separated by linear functions. If these classes cannot be 

separated linearly, they are moved to another higher-

dimensional space where the classes can be separated 

linearly by using a positive C parameter and kernel 

functions that will minimize the classification error 

and maximize the distance between the planes. 

Classification takes place in this space (Özkan 2008; 

(Tso and Mather 2009; Stephens and Diesing 2014, 

Çölkesen and Yomralıoğlu 2014) The most widely used 

kernel function is the Radial basis function since it 

performs well (Thanh Noi and Kappas 2018); Kavzoglu 

and Çölkesen 2009).  

 

2.2. Deep learning  
 

Deep learning, which is usually characterized by 
neural networks containing more than two hidden 
layers, is recognized as one of the ten breakthrough 
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technologies of 2013 (Zhu et al. 2017). The deep learning 
model created in this study is based on the structure of 
convolutional neural networks. Convolutional neural 
networks (CNN), which are effectively used in image 
operations, are also successful in classifying satellite 
images (Saralioglu and Gungor 2020). 

 In the model created in this study, four 3D 
convolution layers were used. The filter size of each layer 
was set to be 3x3. The filter numbers were created as 128 
in the first layer, 64 in the second layer, 32 in the third 
layer, and 16 in the 4th layer. After the convolution 
layers, two fully connected layers were used. The first is 
a dense layer that makes a rough classification of the 
features extracted by the convolutional layer. The second 
is the last layer in the model and is used with a Softmax 
classifier that extracts the class scores. The Softmax 
classifier produces values between 0 and 1 for each class 
and ensures that the class with the highest score is 
evaluated correctly. Parametric Rectified Linear Unit 
(PReLU) as activation function, Adam as optimization 
method, and categorical cross-entropy as subduction 
function was used in the model. The total number of 
parameters in the created deep learning model is 
3118405. 

 

3. Results and discussion 
 

The accuracy of the thematic images (Figure 2) 
obtained as a result of the classification of the image with 
the SVM and CNN algorithms were examined with error 
matrices. In the accuracy analysis with error matrices, a 
total of 150 random points were scattered on the image 
proportionally to the area occupied by each class. When 
the overall classification accuracies produced from the 
error matrices were examined, the CNN method 
classified the image with an accuracy of 86.00% and the 
SVM method with an accuracy of 63.33% (Table 1). 
Accordingly, it is seen that the CNN method classifies the 
image 23% better. Calculated Kappa values also support 
this result. 

 

Table 1. Overall classification accuracies and kappa 
analysis 

 Overall Accuracy Cohen's kappa 

CNN 86.00 0.8536 

SVM 63.33 0.6077 
 

In addition, the success of these methods for each 
class was also examined by the Producer's (PA) and 
User's (UA) accuracies (Figure 3).  According to Figure 3, 
in terms of PA, forest, road and shadow classes were 
classified 8%, 67% and 54% better, respectively, by the 
CNN method. According to UA, the CNN method was 22% 
more successful than SVM in vineyard class, 24% in 
forest class and 27% in soil class. In general, CNN method 
performed better than SVM. When the error matrices 
were examined, it was observed that the spectral 
characteristics of the forest and vineyard classes were 
very similar causing the most confusion among all 
classes. Similarly, granular stabilized roads in the Road 
class, very dark pixels in the Soil class and Forest class 
have similar spectral characteristics with the shadow 
class, resulting in incorrect classification results. SVM 
was not as successful as CNN in classifying these classes.  

 
Figure 2. a) Fused image, b) Thematic images obtained 
from CNN, c) Thematic image obtained from SVM 
 

In addition, it was examined whether the differences 
between the McNemar test and the classification results 
were significant. As a result of the McNemar test for CNN 
and SVM, the value of 10.298 χ2 was calculated (Table 2). 
The fact that the calculated χ2 value is greater than 3.84 
reveals that the CNN classifier significantly increases 
accuracy in the 95% confidence interval in the 
classification process. 

 

 
Figure 3. Producer’s and User’s  Accuracies 
 
Table 2.  Assessment of the significance of the difference 
between CNN and SVM with McNemar test  

 𝑓11 𝑓12 𝑓21 𝑓22 Total 𝜒2 
CNN-SVM 65 35 12 38 150 10.298 

 

𝑓11 : The number of samples that both methods can 
correctly classify, 𝑓22: The number of samples that both 
methods cannot classify correctly, 𝑓12: The number of 
samples misclassified by method 1 but correctly 
classifiedby method 2,𝑓21: The number of samples 
misclassified by method 2 but correctly classified by 
method 1. 
 

 PA (%) UA (%)  PA  (%) UA (%)

SVM CNN

Vineyard 77.42% 70.59% 77.42% 92.31%

Forest 70.27% 54.17% 78.38% 78.38%

Soil 90.00% 55.10% 90.00% 81.82%

Road 33.33% 88.89% 100.00% 85.71%

Shadow 35.71% 100.00% 89.29% 96.15%
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4. Conclusion  
 

In the study, it is aimed to determine the spatial 
distribution of the vineyards with the SVM and CNN 
algorithms, which are the most widely used machine 
learning approaches. As a result of the analysis, the CNN 
method classified the specified study area with an 
accuracy of 86.00% and the SVM with an accuracy of 
63.33%. Accordingly, the CNN method showed 23% 
better classification performance than SVM and classified 
the spatial distribution  of the vineyards more accurately. 
Kappa analyzes also support this result. In addition, the 

fact that the χ2 value, which was calculated as 10.298 
with the McNemar test, was greater than 3.84, shows that 
the results obtained from these two methods are 
significant and the performances of these two methods 
are different. As a result, the CNN method performed 
better than SVM in the classification of vineyards, which 
are agricultural products. 
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 Climate change is undoubtedly one of the greatest existential threats to humans. 
This threat is continuously being aggravated by continuous urbanization which 
leads to the rapid change of land cover profoundly affecting biodiversity and 
ecosystem function as well as local and regional climate. This study assesses the 
variation of land surface temperature (LST), normalized difference vegetation 
index (NDVI) and normalized difference built-up index (NDBI), and the 
relationship with land cover change in Amuwo-Odofin Local Government Area of 
Lagos State, Nigeria. Multi-date Landsat imageries  for years 2002 and 2019 were 
classified using the parallelepiped technique into five land cover classes – 
vegetation, bare land, built-up area, water body and wetland. The spectral indices 
(NDVI and NDBI) were computed and the LST was determined using a single-
channel algorithm. In the findings, there was a negative correlation between LST 
and NDVI, and between NDVI and NDBI. The distribution of the LST, NDVI and NDBI 
varied correspondingly in accordance with changes in land cover.  

 

 
 
 
1. Introduction  

 
In recent times, there has been renewed interest in 

understanding the dynamics of land cover change and its 
relationship with several environmental parameters. 
Some of these key environmental parameters that have 
received the attention of researchers include the land 
surface temperature (LST), normalized difference 
vegetation index (NDVI), and normalized difference 
built-up index (NDBI) (Guha et al., 2020; Al-Faisal et al., 
2021). These three parameters (LST, NDVI and NDBI) are 
integral in the study and monitoring of land cover change 
(Alademomi et al., 2020; Abir and Saha, 2021). However, 
very few studies have investigated the link between LST, 
NDVI, NDBI and land cover change, and more studies are 
required to explore their interrelationship. 
Environmental parameters of relevance to human 
population and sustainability within an environment are 

mainly climatic factors which are easily influenced by 
land cover practices and the same holds for the reverse 
(Xiong et al., 2012).  

LST is one of the key environmental parameters that 
is affected by changes in land cover. For many fields, 
measuring LST is significant, including climate variability 
and change, urban heat island impact, land/atmosphere 
feedback, fire monitoring, mapping and detection of land 
cover and change, geological studies, crop management 
and water management (Jaber, 2019). According to 
Weixin et al. (2011), the key causes of land surface 
temperature variations that are correlated with 
vegetation density are changes in vegetation. This was 
also corroborated by Fathizad et al. (2017). Although it is 
known that vegetation cover has a moderating effect on 
LST, vegetation types can vary in their ability to reduce 
the temperature of the surface. 
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A spectral index for detecting long-term differences in 
vegetation coverage and its status is the Normalized 
Difference Vegetation Index (NDVI) (Fathizad et al., 
2017). With values ranging from -1 to +1, NDVI shows the 
condition and abundance of the green vegetation cover 
and biomass. Another interesting spectral index is the 
Normalized Difference Built-up Index (NDBI), which 
gives information on the extent of urbanization in a 
region as well as the land cover change. Similar to other 
spectral indices, the NDBI value ranges from -1 to +1 with 
higher values indicating presence of more impervious 
surface and vice versa. NDBI like other spectral indices 
which quantitively represent land cover type have been 
used widely in LST-land cover studies. NDBI plays an 
important role in urban areas where most of the human 
population are concentrated (Xiong et al., 2012). 

This study is focused on the assessment of the 
interrelationship between LST, NDVI, NDBI and land 
cover change using multispectral Landsat imageries for 
2002 and 2019. The objectives are: (i) supervised image 
classification of the Landsat imageries; (ii) calculation of 
the spectral indices: NDVI and NDBI; (iii) determination 
of the LST using the Landsat thermal bands and a single 
channel algorithm (iv) assessment of the correlation 
between LST, NDVI and NDBI, and the relationship with 
land cover changes. The findings of this study contribute 
to the body of knowledge on land cover change dynamics, 
and global and environmental change. 
 

2. Methods 
 

2.1. Study area 
 

The study area is Amuwo Odofin local government 
area (LGA) in Lagos State, Nigeria (shown in Figure 1). 
The LGA covers an area of about 173km2 and is located 
within the metropolitan area of Lagos. According to the 
2006 Nigerian population census, Amuwo Odofin LGA 
had a population of over 524,971 and this figure was 
expected to rise to 766,111 in 2018 and over a million in 
2021 (Annual Abstract of Statistics, 2019). Two air 
masses influence the climate of the area: the tropical 
maritime and tropical continental air masses. The former 
is wet and originates from the Atlantic Ocean, while the 
latter originates from the Sahara Desert and is warm, dry 
and dusty. The two main seasons recognized in the 
region are: the dry season (between November and 
March) and the rainy season (between April and 
October), with a brief break in the middle of August. 
Amuwo Odofin is divided into two distinct geographical 
spheres of riverine areas and upland. The area is richly 
blessed with mangroves and varieties of coastal 
wetlands. Tropical swamp forests are the dominant type 
of vegetation; fresh waters and mangrove swamp forests 
and dry lowland rain forest (FEPA, 1997). 

 

2.2. Datasets 
 

The Landsat imageries for this study were 
downloaded from the United States Geological Survey 
(USGS) Earth Explorer website 
(https://earthexplorer.usgs.gov/). Table 1 shows the 
imagery characteristics.  

 

Table 1. Characteristics of the Landsat imageries  
Dataset Resolution Date of Acquisition 

(DD-MM-YYYY) 
Acquisition 
Time (GMT) 

Landsat 7 
ETM+ 

30m 
 

28-12-2002 9:51:41 

Landsat 8 
OLI 

01-01-2019 10:02:48 

 

 
Figure 1. Map showing the location of Amuwo-Odofin LGA 

 

2.3. Image pre-processing and enhancement 
 

The Landsat imageries were combined into false 
color composites within the ENVI 5.2 software 
environment using the following band combinations: 5-
4-3 for Landsat 8 OLI and 4-3-2 for Landsat 7 ETM+. 
Thereafter, the Gram-Schmidt spectral sharpening 
algorithm was used to pansharpen the image composites 
using the panchromatic band. This improved the spatial 
resolution from 30m to 15m thereby enhancing 
interpretation. 

 

2.4. Land Cover, NDVI, NDBI and LST 
 

Using the parallelepiped supervised classification 
algorithm, the Landsat imageries were classified into 5 
information classes – vegetation, bare land, built-up area, 
water body and wetland. The theoretical background of 
the parallelepiped algorithm is already well explained in 
the extant literature (e.g., Obiefuna et al., 2021). Landsat 
Level 2 products were ordered and downloaded from the 
USGS Earth Resources Observation and Science (EROS) 
Centre Earth Science Processing Architecture (ESPA) on-
demand interface. The ESPA is an incubation 
environment that provides users with an on-demand 
interface to process and customise Landsat science 
products. The NDVI is computed as the difference 
between the near-infrared (NIR) and red (RED) spectral 
reflectance bands divided by their sum. The NDBI is 
calculated as a ratio between the shortwave infrared 
(SWIR) and near infrared (NIR) values in traditional 
fashion. 

 

𝑁𝐷𝑉𝐼 =  
𝑁𝐼𝑅−𝑅𝐸𝐷

𝑁𝐼𝑅+𝑅𝐸𝐷
… … … … … … … … … . . (1)  

𝑁𝐷𝐵𝐼 =
𝑆𝑊𝐼𝑅 − 𝑁𝐼𝑅

𝑆𝑊𝐼𝑅 + 𝑁𝐼𝑅
… … … … … … … … . … (2) 

Where; 
Red = Band 4 (Landsat 8 OLI) or Band 3 (Landsat 7 ETM+) 
NIR = Band 5 (Landsat 8 OLI) or Band 4 (Landsat 7 ETM+) 
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SWIR = Band 6 (Landsat 8 OLI) or Band 5 (Landsat 7 ETM+) 
 

The LST was computed using the single channel 
algorithm. The theoretical basis and equations behind 
the single channel algorithm are already well explained 
elsewhere and only a brief explanation is provided here 
Landsat ETM Band 6_1, and TIRS Band 10 were used for 
the retrieval. This basically involved the following steps: 
(i) conversion of Digital Number (DN) to Spectral 
Radiance; (ii) conversion of Spectral Radiance to Top-of-
Atmosphere Brightness Temperature; and (iii) 
conversion of Brightness Temperature to LST. 
 

3. Results  
 

This section presents the results of the different 
processing and analysis carried out in this study. These 
include the Land cover, LST, NDVI, and NDBI maps, and 
analysis of the interrelationships. Figures 2 and 3 present 
the land cover, NDVI, LST and NDBI maps respectively. 
 

 
Figure 2. Land cover – (a) 2002 (b) 2019, and NDVI – (c) 
2002 (d) 2019 
 

 
Figure 3. LST – (a) 2002 (b) 2019, and NDBI – (c) 2002 
(d) 2019 
 

      Table 2 presents the coverage area of the land cover 
classes, while Tables 3 and 4 present the descriptive 
statistics of the LST, NDVI and NDBI for the different land 
cover classes. Table 5 presents the coefficient of 
correlation (r) between the LST, NDVI and NDBI. 

Table 2. Coverage area of land cover classes 
Land cover Area –- 2002 Area –- 2019 

km2 % km2 % 
Bare land 15.12 8.73 20 11.55 

Built-up area 46.78 27 81.09 46.81 
Mixed vegetation 44.93 25.94 18.88 10.9 

Water body 23.82 13.75 22.73 13.12 
Wetland 42.58 24.58 30.53 17.63 

Total 173.23 100 173.23 100 

 

Table 3. Descriptive statistics of LST, NDVI and NDBI per 
land cover class - 2002 

Land cover Bare  
land 

Built-up  
area 

Vegetation Wetland 

  Count 16783 51970 49908 47208 

LST Min 22.84 23.69 23.12 22.84 

Max 34.20 34.98 30.49 28.92 

Mean 28.94 28.21 26.03 24.88 

NDVI Min 0.06 0.04 0.00 0.03 

Max 0.49 0.60 0.64 0.64 

Mean 0.26 0.28 0.42 0.46 

NDBI Min -0.07 -0.25 -0.46 -0.47 

Max 0.75 0.26 0.23 0.22 

Mean 0.15 0.05 -0.10 -0.26 

 

Table 4. Descriptive statistics of LST, NDVI and NDBI per 
land cover class - 2019 

Land cover Bare  
land 

Built-up  
area 

Vegetation Wetland 

  Count 22100 89862 21007 33841 

LST Min 21.93 20.12 19.64 21.65 

Max 33.17 33.15 29.14 28.99 

Mean 26.32 28.08 24.77 24.27 

NDVI Min 0.04 0.05 0.06 0.21 

Max 0.72 0.61 0.73 0.73 

Mean 0.44 0.27 0.53 0.58 

NDBI Min -0.23 -0.18 -0.25 -0.26 

Max 0.13 0.16 0.07 0.00 

Mean -0.08 0.001 -0.14 -0.19 

 

Table 5. Coefficient of correlation (r) between LST, NDVI, 
and NDBI 

  LST  
2002 

LST  
2019 

NDVI 
2002 

NDVI 
2019 

NDBI 
2002 

NDBI 
2019 

LST 
2002 

1.00 0.81 -0.19 -0.26 0.86 0.69 

LST 
2019 

0.81 1.00 -0.09 -0.37 0.83 0.86 

NDVI 
2002 

-0.19 -0.09 1.00 0.79 -0.14 -0.29 

NDVI 
2019 

-0.26 -0.37 0.79 1.00 -0.26 -0.63 

NDBI 
2002 

0.86 0.83 -0.14 -0.26 1.00 0.80 

NDBI 
2019 

0.69 0.86 -0.29 -0.63 0.80 1.00 

 

4. Discussion 
 

The observed increase in built-up area is in tandem 
with the findings of Obiefuna et al. (2018), Babalola and 
Akinsanola (2016), and Abiodun et al. (2005). All these 
studies examined the land cover changes in Lagos 
metropolis. The decline in wetland is also corroborated 
by Obiefuna et al. (2018) and Ajibola et al. (2012). Ajibola 
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et al. (2012), posited that the loss of wetlands in Lagos 
metropolis is as a result of human activities which 
include incessant sand filling and conversion of wetland 
environment to economic uses (through construction) 
and perennial flooding which is a common and regular 
occurrence in the metropolis. Other studies have also 
reported vegetation decline in Lagos (e.g., Abiodun et al., 
2005; Obiefuna et al., 2018; Babalola and Akinsanola, 
2016). The slight decrease in the waterbody area could 
be as a result of the expansion of the residential areas 
causing the inland water body to decline. Also, as earlier 
identified, another possible reason for decrease in water 
body could be the land reclamation projects within the 
study area. 

The effect of these changes manifested in the 
distribution of LST, NDVI and NDBI. The spatial pattern 
of the LST was similar to built-up areas. This validates the 
known premonitions that built-up areas are major 
contributors to increase in LST. This relationship has 
been corroborated by several authors including Nse et al. 
(2020) and Obiefuna et al. (2021). According to Obiefuna 
et al. (2021), the main driver of land cover change is 
built-up area or urban development which had grown by 
over 770% since 1984 and as a result caused an increase 
in the mean LST over Lagos from 28.60°C in 1984 to 
30.76°C in 2019. The low mean LST in the vegetated and 
wetland areas suggests relatively a higher rate of 
evapotranspiration and favoring of latent exchange 
between surface and atmosphere as compared with 
impervious surface like built-up and bare land areas 
(Alademomi et al., 2020). 

The NDBI results exhibited similar trend as LST and 
this is backed by the strong positive correlation between 
the indices for all the years: 2002 (r = 0.86), and 2019 (r 
= 0.86). The low NDVI observed over bare land and built-
up area and high values seen over mixed vegetation and 
wetland is a common trend which has been reported by 
different NDVI-land cover studies (e.g., Alademomi et al., 
2020). 

 

5. Conclusion  
 

The interrelationship between LST, NDVI and NDBI 
within Amuwo Odofin LGA of Lagos State has been 
examined in this study in relation to the prominent land 
cover. The study observed that the pattern and values of 
the three parameters varied correspondingly in 
accordance to changes in land cover. The built-up area 
had the most significant change and as such, the LST 
increased consistently throughout the study period. 
Consequently, it can be concluded that increase in the 
built-up area is the major driver of LST, NDBI and NDVI 
with an observed relationship that NDBI and LST values 
increase with increase in built-up areas. Conversely, it 
was observed that there exists an inversely proportional 
relationship between NDVI and LST, and between NDVI 
and NDBI. 
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 The changes in mangrove areal distribution can result in significant changes in the coastal 
ecosystem. In order to curb this, conservation efforts have been adopted especially in 
developing nations due to the ease of implementation of some of those initiatives. Despite their 
positive impacts, poor monitoring and evaluation of these initiatives have introduced gaps 
when it comes to accountability. This majorly results in project failures and economic losses. 
The Google Earth Engine cloud computing platform was utilized in the analysis of mangrove 
changes and land cover transitions. The resulting info-graphics illustrated the changes that 
occurred in the Bintang Bolong estuary in the years 2017 and 2020. This provides scientific 
evidence on the outcomes of the ongoing restoration projects thus further aiding sustainably 
driven mangrove restoration efforts. 

 
 
 

1. Introduction  
 

Mangrove ecosystems are an essential component of 
wetland biodiversity. They play a big role in the 
mitigation of climate change (Rahman, 2010) through 
carbon sequestration (Alongi, 2002, 2008; EL Gilman, 
2008; Giri, 2011). Their diverse benefits are what make 
them the most vulnerable habitats (Kenduiywo et al., 
2020). Conservation of these ecosystems is in line with 
the United Nations Sustainable Development Goal (SDG) 
15 on life on earth (Mondal et al., 2019) through targets 
15.1 and 15.2. Mangroves cover a vast stretch in the 
tropics with approximately 20% in Africa spread 
unevenly along the east and west coasts (Giri, 2011).  
Mangrove forests on the east coast are relatively well-
studied compared to those on the west coast (Giri, 
2011). The coverage of mangroves in the Gambia is 
approximately 51,911 Km2 (Bryan et al., 2020)and they 
grow farther inland at a stretch of approximately 100 
km due to the intrusion of River Gambia (Corcoran et al., 
2007; Njisuh Z. & Gordon N., 2011). Despite this vast 
occurrence of mangroves within the country, their 
distribution has received little or no attention in the 
existing literature. The country prior to 1980, had a 
total of about 68,000 ha of mangrove forest with the 

main area of die-back being along the Bintang Bolong 
area, extending into the Cassamance Region of Senegal 
(Dia Ibrahima, 2012). However, the trend of the loss is 
not linear. Several initiatives have been introduced by 
the Gambian government to address the loss of 
mangrove forests in the country. These intervention 
measures have not been well documented. 
Consequently, there is a limited understanding of 
biological and morphological changes brought about by 
these interventions. Often it leads to poor scientific 
input into ecological planning and goal setting. This 
leads to failures and economic losses in these well-
intentioned projects.  

This study utilizes multi-spectral and multi-temporal 
Sentinel-2 imageries to assess changes in mangrove 
forests, and the relationship with ongoing land cover 
transitions in the Bintang Bolong estuary in Gambia. The 
areal extent of the mangroves and other land cover 
classes were extracted using random forest 
classification within the Google Earth Engine (GEE) 
application. The observed changes were quantitatively 
and qualitatively analyzed and validated with a field 
survey. This study informs knowledge-based mangrove 
intervention and restoration efforts, and enables sound 
decision making. 
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2. Methods 
 

This section presents the materials and methods 
adopted for this study including the data acquisition, 
processing and analysis stages. Figure 1 shows the 
methodology workflow diagram.  

 
 

 
Figure 1. Methodology workflow diagram  

 

2.1. Study area 
 

The study area is the Bintang Bolong estuary in the 
Kiang West Lower River Region which is part of the 
Gambia River, centered approximately between latitude 
13o and 14o N (Figure 2). It is bordered on the north, 
south and east by the Republic of Senegal and on the 
west by the Atlantic Ocean. The climate of Gambia is 
largely semi-arid with two distinct seasons –wet season 
(June to October) and dry season (December to May) 
(Gambia Department of Water Resources, 2018). 

The country is host to some of the sub-regions tallest 
mangroves (+20m)The Bintang Bolong estuary has 
experienced more of the mangrove die-back with the 
level of degradation estimated at approximately 90% 
(Dia Ibrahima, 2012). The majority of the dieback is 
believed to have been caused by a severe drought in the 
1970s, the Sahel drought, leading to deeper tidal 
penetration, and higher soil and water salinity and also 
its proximity to the Cassamance region in Senegal 
(Rivera-Monroy et al., 2017). 

This situation has led to community involvement in 
the restoration and rehabilitation of mangroves 
especially in the Kiang West District along the estuary. 
Communities such as Sankandi, Keneba, Jiffarong, 
Bajana etc are very such involved in these efforts 
coupled with their strategic locations as shown in 
Figure 4. 

 

 
Figure 2. Map of the Bintang Bolong Estuary 
 

2.2. Sentinel-2 imagery 
 

The main datasets used for this study are Sentinel-2 
multi-spectral imageries acquired at the following dry 
season periods- January 11 2017 and May 14 2020. 
Sentinel-2 is a Copernicus mission launched in 2015 
comprising of twin (Sentinel 2A/B) polar-orbiting 
satellites with a high revisit time dependent on the 
latitude. Sentineel-2 contributes to the Copernicus 
themes: atmosphere, marine, land, climate, emergency 
and security. Several researchers have adopted 
Sentinel-2 imageries for mapping and monitoring of 
changes in mangroves (e.g., Cissell et al.,, 2021; 
Ghorbanian et al., 2021; Jamali, 2020; Tieng et al., 2019; 
Wu et al., 2020). The Sentinel-2 Multi-spectral 
Instrument (MSI) has 13 spectral bands with different 
spatial resolutions.   
 

2.3 Image classification 

The Random Forest (RF) classifier was used in the 
extraction of mangroves and other   land cover classes 
within the Google Earth Engine (GEE) platform (See 
Figure 3). The Sentinel-2 imageries were imported into 
GEE and sub-set to the area of interest (AOI). Image 
composites were generated with spectral bands in the 
following order- band 4 (red), band 3 (green) and band 
2 (blue).  Interpretation of the composite revealed 4 
main land cover classes- mangroves, water bodies, bare 
lands and mixed forests. Training data were created at 
selected points on the imageries to represent the land 
cover classes. The classification was executed with the 
RF classifier and the results were converted to GeoTIFF 
format for further analysis in ArcGIS.     

Figure 3. Image showing the 2017 classified image in 
the Google Earth Engine GUI. The points (Red, Blue, 
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Green and Yellow) are training data sampled for 
classification 
 

3. Results  
 

Figure 6 presents the land cover maps for 2017 and 
2020. Results show an increase in mangroves, bare land 
and water body land cover at 38.6 Km2 in 2017to 41.5 
km2 in 2020; 23.8 km2 in 2017to 29.4 km2 in 2020 and 36.8 

km2 in 2017to 79.0 km2 in 2020 respectively. In the 
contrary, there was a dramatic decrease in in mixed vegetation 

at 410.7 Km2 in 2017to 360.1 km2 in 2020 as illustrated in 
Figure 7. A total of 0.3618 km2 and 9.9783 km2 of water bodies 
and bare lands land covers in 2017 were converted into 
mangroves land cover in 2020. These results are supported by 
field survey exercise carried out in Sankandi village during a 

tree planting exercise (Figures 4 and 5). 
 

 

  
Figure 4. Mangroves in a rehabilitated bare land at 
Sankandi 2-Feb. Source: Field survey, 2021 

Figure 5. Sections of bareland and planted mangrove 
trees at Sankandi 2-Feb. Source: Field survey, 2021 

 

 
Figure 6. Land cover map of Bintang Bolong river 
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Figure 7. Overlay of the mangrove change at Bintang Bolong 

 
Table 1. Land cover change statistics 
Land Cover 2017 

(Km2) 
2017 
(%) 

2020 
(Km2) 

2020 
(%) 

Change 
(Km2) 

Water 
bodies 

23.8 4.7 29.4 5.8 5.5  

Mangroves 38.6 7.6 41.5 8.1 2.9 

Mixed 
forests 

410.7 80.5 360.1 70.6 -50.6 

Bare lands 36.8 7.2 79.0 15.5 42.2 

 
4. Discussion 
 

Despite the decline of mangroves globally, 
mangroves in Bintang Bolong estuary appear to have 
rapidly increased from 2017 to 2020. This could be 
attributed to the mangrove planting activities 
spearheaded by some communities within the Kiang 
West District. These findings align with those of 
(Elmahdy et al., 2020) who conducted a spatiotemporal 
mapping and monitoring of mangrove forest change in 
the United Arab Emirates. Consequently implying that 
mangrove loss trend in the Gambia is non-linear that 
keeps fluctuating for different years. 

 

5. Conclusion  
 

The study presented an approach in monitoring the 
effects that mangrove related interventions could bring 
to an area thus enabling accountability.  
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 There are knowledge gaps in understanding the dynamics between air quality and 
road network traffic. This study used Landsat imageries of Lagos Metropolis at two 
epochs (2002 and 2020) as well as in-situ data to assess the AOT levels and its 
variation along the road networks of Lagos Metropolis. The python based 6S model 
was used to simulate AOT using land surface reflectance and top of atmosphere 
reflectance, and the AOT concentration levels across the road networks were 
mapped. It was observed that the AOT concentration throughout the study period 
was higher along the major roads. This can be attributed to the high level of air 
pollutants released from vehicles, including home/office generators and industries 
along the road corridors. As a result, the government and air quality agencies should 
establish more programs or measures to curb this high air pollution concentration.   

 

 
1. Introduction  

 
Lagos State being the fastest-growing urban center in 

Nigeria, has been experiencing air pollution problems in 
all its severity over the past decades. This is associated 
with high density of industries, transport networks, and 
open waste burning (Njoku et al., 2016). An increase in 
technological, industrial and agricultural advancement, 
coupled with increase in population growth, has 
triggered the deterioration of environmental air quality 
in Lagos State (Njoku et al., 2016). In Lagos, the socio-
economic conditions, traffic congestion, proximity to 
emission sources and access to healthcare create a 
differential susceptibility to ill health attributable to air 
pollution (Komolafe et al., 2014). Daily, more than eight 
million people, moving in five million vehicles, cram into 
a very small network of roads every day (CNN Travel, 
2019). The Lagos metropolis has been recognized as one 
of the world’s megacities undergoing rapid urbanization 
and urban sprawl.  According to some recent findings on 
the cost of air pollution in Lagos (World Bank, 2020), it 
was discovered that ambient air pollution led to 

premature death and economic loss of $2.0 billion in the 
state in 2018. In the same year, ambient air pollution led 
to about 11,200 premature deaths. Notably, the 
concentration levels of PM2.5 recorded in Lagos have 
exceeded the WHO annual mean concentration guideline. 
For example, Lagos had recorded levels of 68 μg/m3, in 
the same range as other polluted megacities such as 
Mumbai (64 μg/m3), Cairo (76 μg/m3), and Beijing (73 
μg/m3). The major source of ambient air pollution in the 
state is due to vehicular emissions. It is noteworthy that 
each kilometer of the road is clogged by 227 vehicles 
every day, which is a very high density. Also, most 
vehicles use old emission technologies and fuel with 
sulphur levels that are 200 times higher than the 
standards for diesel in the U.S. Besides, industrial 
emission is another source of air pollution in Lagos. 
Industrial and commercial activities in the metropolis 
have high levels of pollution. Emissions from generators 
that supply about 50% of the total energy in the state are 
another major source of air pollution. Consequently, this 
study monitored the changes in air pollution 
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concentration over Lagos metropolis and its relationship 
with road network traffic over 2 epochs (2002 and 2020).  
 

2. Methods 

2.1. The study area 

The study location is Lagos, Nigeria. It is the 
commercial center and most populous city of the country 
and Africa's second-largest city, with a total population 
of 21.3 million people within the Lagos metropolitan 
area. Lagos Metropolis lies between latitudes 6˚20’00’’N 
- 6˚42’10’’N and longitudes 3˚02’30’’E - 3˚42’40’’E.  Fifty 
percent of Nigeria’s industrial activities, including 300 
industries, are located in this area. With its high rate of 
urbanization and industrial growth. Lagos is one of the 
world's most densely populated areas. The area has the 
highest concentration of economic activities in the 
country and provides employment to the work force of 
the country leading to highly trafficked roads. Lagos 
accounts for about 40% of new vehicle registrations in 
Nigeria and it is the most industrialized with greenhouse 
gas emissions. 

 

 
Figure 1. Map of the study area 

2.2. Data acquisition  

2.2.1. Satellite imagery  
 
Landsat imagery was used for the AOT retrieval in 

this study. The Landsat 8 OLI and Landsat 7 ETM+ 
imagery scenes (Path: 191, Row: 55) covering Lagos 
metropolis for the year 2002 (28th December) and 2020 
(20th January) respectively were downloaded from USGS 
Earth explorer data archive.  

2.2.2. Particulate matter 
 
Particulate matter (PM1.0, PM2.5, and PM10) data were 

obtained with the ground-based air quality egg 
instrument. At the selected sites (Ojota, Iwaya, and 
Mushin), the device was used to acquire the PM data. The 
data were measured on a weekly basis between 9:00 am 
and 5:00 pm from February 2019 – July 2019. 

 
 
 

2.2.3. Road network 
 
The road network data is readily available on the 

OpenStreetMap platform, and it can be downloaded for 
free. The data was downloaded with the BBBIKE web-
based tool (https://extract.bbbike.org/) from the 
OpenStreetMap archive. The downloaded road layer 
came in different road categories including expressway, 
main road, minor road, and street. The road type used for 
this study is the expressway and main road.  

 
2.3. Data processing 

2.3.1. Surface reflectance 

      The DDV technique was adopted in this study to 
estimate the surface reflectance. This was done using the 
improved dark-pixel method developed by Levy et al. 
(2010), which is dependent on Normalized Difference 
Vegetation Index (NDVI) and scattering angle. The 
equations for determining the surface reflectance are as 
follows (Luo et al., 2015; Ou et al., 2017): 

Calculating the surface reflectance using Landsat 8 OLI and 
Landsat 7 ETM: 

𝜌𝑠(0.66) = 𝑓(𝜌𝑠(2.1)) = 𝜌𝑠(2.1) × 𝑠𝑙𝑜𝑝𝑒0.66 2.1⁄ + 𝑦𝑖𝑛𝑡0.66 2.1⁄ . . (1)  

𝑠𝑙𝑜𝑝𝑒0.66 2.1⁄ = 𝑠𝑙𝑜𝑝𝑒0.66 2.1⁄
𝑁𝐷𝑉𝐼𝑆𝑊𝐼𝑅 + 0.002 × Θ − 0.27 … … . … . (2) 

𝑦𝑖𝑛𝑡0.66 2.1⁄ = −0.00025Θ + 0.033 … … … … … … … … … … . . (3) 

𝑠𝑙𝑜𝑝𝑒0.66 2.1⁄
𝑁𝐷𝑉𝐼𝑆𝑊𝐼𝑅 = 0.48                                           (𝑁𝐷𝑉𝐼𝑆𝑊𝐼𝑅 < 0.25) 

𝑠𝑙𝑜𝑝𝑒0.66 2.1⁄
𝑁𝐷𝑉𝐼𝑆𝑊𝐼𝑅 = 0.58                                           (𝑁𝐷𝑉𝐼𝑆𝑊𝐼𝑅 > 0.75) 

𝑠𝑙𝑜𝑝𝑒0.66 2.1⁄
𝑁𝐷𝑉𝐼𝑆𝑊𝐼𝑅 = 0.48 + 0.2 × (𝑁𝐷𝑉𝐼𝑆𝑊𝐼𝑅 − 0.25)    (𝑁𝐷𝑉𝐼𝑆𝑊𝐼𝑅

< 0.25) 
Calculating the vegetation index: 

𝑁𝐷𝑉𝐼𝑆𝑊𝐼𝑅 =
𝜌𝑇𝑂𝐴(1.6) − 𝜌𝑇𝑂𝐴(2.1)

𝜌𝑇𝑂𝐴(1.6) + 𝜌𝑇𝑂𝐴(2.1)
… … … … … … … … . (4) 

Θ = cos−1(cos 𝜃 cos 𝜃0 + sin 𝜃 sin 𝜃0 cos(Δ𝜑)) … … . (5) 

Where: 

𝜌𝑠(0.66) = red-band surface reflectance (ref) 

𝜌𝑠(2.1) =  𝑎𝑝𝑝𝑎𝑟𝑒𝑛𝑡 𝑟𝑒𝑓, 𝑆𝑊𝐼𝑅 2 (band 7: L8 & band 6: L7) 

𝜌𝑇𝑂𝐴(1.6) = 𝑎𝑝𝑝𝑎𝑟𝑒𝑛𝑡 𝑟𝑒𝑓 𝑆𝑊𝐼𝑅 1 (band 6 - L8 & band 5: L7) 

𝜌𝑇𝑂𝐴(2.1) =  𝑎𝑝𝑝𝑎𝑟𝑒𝑛𝑡 𝑟𝑒𝑓 𝑆𝑊𝐼𝑅 2 (band 7: L8 & band 6: L7) 

Θ = scattering angle 

𝜃 = 𝑠𝑒𝑛𝑠𝑜𝑟 𝑧𝑒𝑛𝑖𝑡ℎ 𝑎𝑛𝑔𝑙𝑒 

𝜃0 = 𝑠𝑜𝑙𝑎𝑟 𝑧𝑒𝑛𝑖𝑡ℎ 𝑎𝑛𝑔𝑙𝑒 

Δ𝜑 = 𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑎𝑧𝑖𝑚𝑢𝑡ℎ 𝑎𝑛𝑔𝑙𝑒 

𝑁𝐷𝑉𝐼𝑆𝑊𝐼𝑅 = 𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑉𝑒𝑔𝑒𝑡𝑎𝑡𝑖𝑜𝑛 𝑖𝑛𝑑𝑒𝑥 
 

2.3.2. Look-up table 
 
Py6S is a Python interface to the 6S model. In this 

study, the 6S model was run on the Python interface to 
simulate the atmospheric properties of the Landsat 8 OLI 
and Landsat 7 ETM sensor for blue and red bands. 
 

3. Results  
 

This section presents the results of the different 
processing and analysis carried out in this study. These 
include the AOT maps, Road network-AOT maps, and 
analysis of the relationship using correlation coefficient 
(r), between PMs, AOT and the road networks. These are 
presented in Figures 2 and 3 and Tables 1 and 2 
respectively. These results are discussed in Section 4. 
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Figure 2. AOT distribution map in Lagos metropolis - (a) 
2002 (b) 2020 

 
Figure 3. AOT distribution along Lagos road network – 
(a) 2002 (b) 2020 

Table 1. Coefficient of correlation (r) between imagery-
derived AOT for year 2020 and in-situ PM data at three 
locations in Lagos Metropolis 

Location   PM1 PM2.5 PM10 AOT 

O
jo

ta
 

PM1 1.000 0.999 0.996 -0.616 

PM2.5 0.999 1.000 0.997 -0.616 

PM10 0.996 0.997 1.000 -0.669 

AOT -0.616 -0.616 -0.669 1.000 

Iw
a

y
a
 

PM1 1.000 0.994 0.989 0.256 

PM2.5 0.994 1.000 0.996 0.284 

PM10 0.989 0.996 1.000 0.285 

AOT 0.256 0.284 0.285 1.000 

O
k

o
b

a
b

a
 PM1 1.000 0.9865 0.977 0.705 

PM2.5 0.987 1.000 0.999 0.726 

PM10 0.977 0.999 1.000 0.728 

AOT 0.705 0.726 0.728 1.000 

 
 

Table 2. Concentration of aerosol optical thickness on 
road corridors 

Year  Region Area 
(km2) 

AOT 

Min Max Range Mean SD 

2002 
ARN 114 0.07 0.92 0.85 0.35 0.07 

ORN 1451 0.05 0.98 0.92 0.33 0.07 

2020  

ARN 114 0.43 1.71 1.28 1.31 0.15 

ORN 1451 0.36 1.75 1.39 1.05 0.38 

Note: ARN – Along road network; ORN – Outside road 
network 
 

4. Discussion 

4.1.  AOT distribution 
 
There has been an increase in the AOT levels over 

Lagos metropolis, and this could be explained by the 
increasing urbanization in the state (Offor et al., 2016). 
The pollution from vehicular emissions, population 
congestion, industrial and commercial activities in Lagos 
State, and especially the metropolis have a deleterious 
impact on the wellbeing of residents.  Akinyoola et al. 
(2018) reported that the aerosol loading/concentration 
is of high increase in Nigeria's south-south and south-
western (coastal) region, and this corroborates the 
generally high aerosol concentration observed in the 
study area our findings. 

 
4.2.  Relationship between AOT and PM 

 
Table 1 presents the correlation of ground-based 

sample PM data and year 2020 AOT concentration at 
selected locations of Lagos Metropolis. PM2.5 and PM1, 
PM10 and PM1 have a high positive association in Ojota. 
There is a negative association between AOT and PM in 
Ojota. The association between AOT and PM is positive 
but not high at Iwaya, but the correlation between PM2.5 

and PM1, PM10 and PM1, PM10 and PM2.5 is quite strong. In 
Okobaba, there is a strong positive correlation between 
AOT and PM. There is also a strong positive correlation 
between PM2.5 and PM1, PM10 and PM1, PM10 and PM2.5. It 
can be observed that the correlation between AOT and 
the different sizes of PM in Ojota are negative, possibly 
due to the evening time of day this data was observed as 
opposed to the high positive correlation value in 
Okobaba, which was acquired during the daytime. The 
values showing the correlation between AOT and PM in 
Iwaya are positive but less in values compared to that in 
Okobaba. 
 
4.3.  Relationship between AOT and Road Network 

traffic 
 
The concentration of AOT along the major roads in 

the Lagos Metropolis was also examined. Due to the low 
spatial variability of aerosol over a small area, a road 
buffer of 60 meters was used to examine AOT 
concentration along the road network. From the results, 
it was observed that the AOT concentration throughout 
the study period is higher along the major roads. This can 
be attributed to the high level of air pollutants emitted 
from vehicles, including home/office generators and 
industries located along the road corridors. From Table 
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2, the mean AOT along road network (ARN) is higher than 
that observed outside road network (ORN) for both 
years. From Figure 3, it was observed that the AOT 
concentration is higher along the major roads, especially 
in the center of the metropolis and over Eti-Osa region, 
except for the year 2002. The high AOT in these regions 
can be attributed to daily traffic experienced in the highly 
urbanized Eti-Osa LGA and the heavy vehicular activities 
in the metropolis. 

 

5. Conclusion  
 
This study has provided evidence of increased AOT 

levels and deteriorating air quality along major roads in 
Lagos State. The paucity of ground-based data limited the 
level of analysis performed to examine the relationship 
between AOT and particulate matter at a full scale. The 
lack of clear satellite imagery also limited the study to 
examine seasonal changes in the AOT concentration.  

According to UNEP (2016), Nigeria is one of the 
countries without Ambient Air Quality Standards and air 
quality laws and regulations. The high AOT concentration 
observed in the metropolis necessitates the need to 
establish Ambient Air Quality Standards by the 
government. Air quality monitoring and modeling, in 
addition to the provision of AAQS, are significant 
instruments for air quality management. However, most 
countries only monitor air quality on a sporadic basis, if 
at all. Because there is a scarcity of air quality data, 
evaluating the potential air quality impacts on a country 
from multiple sources is challenging. As a result, the 
government should consider the establishment of 
multiple air quality monitoring stations to acquire real-
time air quality information.  The pollution from traffic 
activities in the metropolis manifested in the AOT 
concentration observed along the road network. The 
government should consider exploring clean mobility by 
creating national electric mobility strategies to reduce 
vehicular emissions. In addition, the government should 
enforce proper city planning to manage the urbanization 
growth in the metropolis. 
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 As a quantitative and numerical representation of earth surface topography, Digital Elevation 
Models (DEMs) are widely used in several applications including geological, hydrological, and 
geographical Aspects. With the availability of several types of DEMs, various intrinsic errors 
may be incorporated due to sensor acquisition inconveniences, or processing techniques 
compared to the actual land surface measurements. Consequently, this study aims to analysis 
and test the vertical accuracy of NASADEM, Advanced Spaceborne Thermal Emission and 
Reflection Radiometer–Global Digital Elevation Model (ASTER GDEM) and Advanced Land 
Observing Satellite (ALOS) Phased Array L-type band Synthetic Aperture Radar (PALSAR) 
DEM compared to the actual ground control points (GCPs) derived from topographic maps 
through calculating Mean Absolute Percentage Error (MAPE) and Root Mean Square Error 
(RMSE). Our results revealed the sublimity of ALOS PALSAR DEM over NASADEM and ASTER 
GDEM. Thus, ALOS PALSAR DEM is recommended for further geomorphological studies. 

 

 
 

1. Introduction  
 

Over the last three decades, prolonged efforts are 
dedicated to enhancing the capability of obtaining 
accurate and enhanced global DEMS (Hirano et al., 2003; 
Welch and Marko, 1981). Several environmental studies 
mostly include a 3D representation of the investigated 
locations utilizing DEMs. Thus, it becomes a fundamental 
element in comprehensive environmental and 
geomorphological studies. Dems significantly contribute 
to solving geomorphological, agricultural, hydrological, 
geological, pedological, and ecological problems (Pulighe 
and Fava, 2017) and their modeling (Marzolff and 
Poesen, 2009; Schumann et al., 2008; Siart et al., 2009). 
DEMs could also be extracted from digital stereo imagery 
(Pieczonka et al., 2011; Pulighe and Fava, 2017). 
Whatever the source of utilized DEMs, assessing the 
accuracy is an indispensable issue as errors could 
directly cause unwise decisions that could finally 
negatively affect the environment or human life. DEMs 
are utilized in calculating Aspect and slope 
maps(Ashmawy et al., 2018; Ibrahim-Bathis and Ahmed, 
2016; Panahi et al., 2017; Shebl and Csámer, 2021; 
Webster et al., 2006) that largely control the strength and 
direction of several flash floods, which could cause 

several geohazards. Consequently, this study aims to 
assess the vertical accuracy of three widely utilized DEMs 
to recommend the best for usage in further 
investigations. 
 

2. Study area 
 

The study area (Jabal al-Shayeb area) is a 
mountainous region, about 45 km southwest of 
Hurghada city, Egypt. Jabal al-Shayeb area is located 
between latitudes 26◦ 54′, 27◦ N and 
longitudes33◦ 23′,33◦ 29′E. It covers an area of 13 km x 
11 km (143 km2). Elevations range from 710 m up to over 
2140 m a.s.l., the average slope is 20° and most of the 
reliefs are facing southeast-west southwest. This region 
is mostly covered by granitic rocks with some occurences 
of Phanerozoic sedimentary rocks. Figure 1 depicts the 
study area and Figure 2 depicts the locations of the GCPs 
collected from a 1:100,000 scale topographic map 
(Military Survey Authority, 1992). The surface of the 
study area is the result of combined influence of internal 
and external processes, and the developed drainage 
network in it was formed as a result of heavy rainfall, 
during pluvial phases particularly in Pleistocene. 

http://igd.mersin.edu.tr/2020/
https://orcid.org/
https://orcid.org/
https://orcid.org/
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Figure 1. Location of the study site (Source:  
https://lpdaac.usgs.gov) 
 

Figure 2. Depicts the locations of the GCPs collected from 
a 1:100,000 scale topographic map (Source: Topographic 
map scale 1:100,000) 
 

3. Materials and methods 

In the current study, three DEMs are analysed 
regarding their vertical accuracy and compared to 
topographic maps. NASADEM product (30m) is a state-
of-the-art global digital elevation model derived from a 
combination of SRTM processing improvements, 
elevation control, void-filling, and merging with data 
unavailable at the time of the original SRTM production. 
NASA DEM is distributed in 1◦  by 1◦  tile and consist of 
all land between 60◦  N and 56◦  S latitudes. For this 
study, National Aeronautics and Space Administration 
(NASA) DEM was obtained from the USGS web-based 
data (https://lpdaac.usgs.gov/). 

 

 
 

 
Figure 3. The colour levels represent the DSM dataset 
and the reference DSM data (Source:  
https://lpdaac.usgs.gov; topographic map (modified 
after Military Survey Authority, 1996).) 
 

Advanced Spaceborne Thermal Emission and 
Reflection Radiometer–Global Digital Elevation Model 
(ASTER GDEM) has 1 arc-second (30 m) spatial 
resolution, and this project is done by the Ministry of 
Trade, Economy and Industry (METI) of Japan and the 
United States NASA to provide high-resolution DEM to 
the public. The Advanced Land Observing Satellite 
(ALOS) was launched on January 24, 2005. ALOS is 
provided with the Phased Array L-type band Synthetic 
Aperture Radar (PALSAR) for day-and-night and all-
weather land observation. PALSAR sensor is an active 
microwave sensor (help to avoid weather barrier 
conditions and day or night effect), L-band (1.27 GHz) 
synthetic aperture radar aid at achieving high-resolution 
DEM products (Shebl and Csámer, 2021). In the current 
study, we applied Mean Absolute Percentage Error 
(MAPE) which represents the average of absolute errors 
divided by actual observation values. To ensure a wise 
comparison, we resampled the ALOS PALSAR DEM data 
(12.5m) to 30m (the same resolution for NASA and 
ASTER DEMs). Then, the four DEMs including ALOS 
PALSAR (12.5m), resampled ALOS PALSAR (30 m), NASA 
(30 m) and ASTER (30 m) DEMs are used in the 
mathematical calculations using 69 GCPs (which 
represents the actual values in the current studies). As 
shown in figures (2; 3). Using Extract Multi Values to 
Points function in ArcMap, the points are compared then 
evaluated according to equation 1. 

 
 
 
 
 
 
 

 

Where At –Ft represents the error value, | At -Ft| is 
the absolute error value, n accounts for number of points 
which is 69 points in the current study (Fig. 2). 

Additionally, the Root Mean Square Error (RMSE) 
(Hirano et al., 2003; Rawat et al., 2019; Santillan et al., 
2016; Zhao et al., 2011) +was calculated according to the 
following equation. 

https://lpdaac.usgs.gov/
https://lpdaac.usgs.gov/
https://lpdaac.usgs.gov/
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Figure 4. Determination coefficient of the actual and 
tested values for the four utilized DEMs 
 

4. Results 
 

Our results reported the effectiveness of ALOS 
PALSAR DEM over NASA and ASTER DEMs. MAPE values 
were 2.71, 2.78, 3.68, and 4.01 for ALOS PALSAR (12.5m), 
resampled ALOS PALSAR (30 m), NASA (30 m) and 

ASTER (30 m) respectively. However, the data are 
linearly correlated as shown in figure (4), the RMSE is a 
significant value indicating the higher error value 
between the measured (topographic) and DEM values. 
RMSE values were 42.8, 41.4, 51.4, and 52.5 for ALOS 
PALSAR (12.5m), resampled ALOS PALSAR (30 m), NASA 
(30 m) and ASTER (30 m) respectively. This could be 
attributed to the time gab between topographic map 
measurements and DEMs data acquisition, however the 
study strongly recommends DEMS evaluation in terms of 
their accuracy whenever possible. ALOS PALSAR DEMs 
(radar data) superiority was attributed to the absence of 
weather conditions effect (Adiri et al., 2017; Shebl and 
Csámer, 2021). It should be emphasized that the data 
utilized for validation should be acquired at an 
acquisition time closely related to that of the models to 
be away from any inconveniences (e.g., anthropogenic or 
natural changes that could affect the accuracy 
assessment process). 

 

5. Conclusion 

In the current study, ALOS PALSAR DEM, NASA and 
ASTER DEMs were evaluated regarding their vertical 
accuracy to recommend the best for usage in future 
geomorphological applications. Our results disclosed 
That the three sensors delivered a reliable data for 
further investigations however it is recommended to 
implement PALSAR data as their Mean Absolute 
Percentage Error is smaller than the others. Its higher 
accuracy was attributed to independence of radar data 
from any weather conditions. 
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 Nowadays, the cartography sector has also been affected by the rapid developments in the 
field of technology. Recently, satellite-based positioning systems have been used instead of the 
classic land measurements made with total station and engineer’s level. In this study, the 
general structure of satellite-based global and regional positioning systems is examined. The 
general usage densities of the system in the public and private sectors in Turkey and the status 
of the signals that can be received and the average sales prices of devices on the market have 
been investigated. The results were presented in the form of tables and graphs, and it was 
found that the most ideal device for our country is the device called Kolida K58 Pus, which can 
work with systems such as GPS/GLONASS/SBAS/GALILEO/QZSS/BEIDOU and receive signals 
from many satellites of these systems.   

 

 
1. Introduction  

 

Mankind has always wanted to improve itself in the 
field of communication from the very beginning of its 
existence. It has used a different communication method 
in each cycle by producing new communication systems. 
After a while, satellites were sent to space and satellite-
based communications began. Today, satellites are 
widely used both for communication and for providing 
location data. In this study, the number of satellites seen 
by devices using the data of satellite-based positioning 
systems and the variety of signals it can receive from 
these satellites are presented as tables and graphs. Then, 
with the help of the relevant tables and graphs, 
recommendations were made about which brand and 
model could be the most suitable GNSS buyer for our 
country.  
 

2. Structure and components of satellite-based 
positioning systems  
 

The GPS system, first developed in the early 1940s for 
military requirements, was developed during World War 
II. It is based on similar ground-based radio-navigation 
systems used during World War II, such as LORAN 
(LORAN - Long Range Navigation) and the Decca 
Navigator, which later became a solution for that period. 
The first use of GPS was intended for use in military plans 
and for the control of guided rockets. The GPS system 
was opened for civilian use only in the 1980s [1, 2]. 
GLONASS operated by the Russian Aerospace Defense 

Forces, both civilian and military-service space-based 
satellite navigation system. Although the development of 
GLONASS is somewhat delayed, it has parallels with GPS 
[3]. GALILEO's satellite team, a positioning system with 
global coverage, consists of a total of 30 mid-orbit (MEO) 
satellites, including 24 main and 6 backup ones. The 
GALILEO satellite team was originally planned to consist 
of 27 active and 3 reserve satellites in order to meet the 
Life Safety (SOL) service requirements [4]. BeiDou means 
“Big Bear Team Star” in Chinese. The Big Bear is 
considered to be the most important star team that 
allows people to find direction in the northern 
hemisphere. Although this name was naturally chosen 
when China decided to create its own satellite-based 
navigation system, the COMPASS name was used as the 
English name of the system for many years [5]. GPS-
intensive, Japan, in dense urban areas and resolve their 
own problems encountered during the use of GNSS 
satellite-based positioning capability to create Quasi-
Zenith Satellite System (QZSS) is called to establish a 
regional positioning system continues to work. QZSS 
satellites can also act as additional GPS satellites and 
work in an integrated way with GPS. The system, the first 
satellite of which was launched in 2010, is expected to 
reach full operational capability in 2018 [6]. The NavIC 
satellite suite consists of 7 satellites. 3 of the satellites are 
in an earth-stationary orbit, and 4 are in an oblique earth-
synchronous orbit. When designing the satellite set in 
question, attention was paid to minimizing the sensitivity 
loss (DOP value), maximizing the number of satellites 
visible over the targeted area, and using the fewest 
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possible satellites. All of the satellites in the NavIC 
satellite suite are constantly visible from the Indian 
region [7]. 

 

3. Experimental method 
 

The current use status of satellite-based position 
systems in our country, public and private sector users 

have been contacted by phone, website and mail to 
determine which of their respective devices have seen 
how many satellite systems and which signals they have 
received. The obtained results are given in Table 1. 

 

 
Table 1. Current status of satellite-based position sites in Turkey 

Compan
ies 

Devices Used Satellite Systems Monitored Signals 

Kaya 
Harita 

E-Survey 
E600 

GPS /GLONASS  /BeiDou /Galileo  
/QZSS /NAVIC /SBAS 

L1  ,L1P,L1C,L2P,L2C,L5 / G1,G2,P1,P2 / B1,B2,B3 / E1BC , E5A,E5B /L1,L2C,L5,L1C / L1  
,L5 /WAAS, EGNOS,MSAS,GAGAN 

Paksoy 
Teknik 
M 

Topcon 
Hıper Hr 

GPS /GLONASS  /BeiDou /Galileo  
/QZSS /NAVIC /SBAS 

L1,L2,L2C,L5/L1,L2,L2C,L3/B1,B2,B3/E1,E5a,E5b,AltBOC,E6/L1,L2C,L5,L6 / L5 /WAAS, 
EGNOS, MSAS, GAGAN 

Sistem 
A.Ş. 

Leica 
Viva 
Gs16 

GPS /GLONASS  /BeiDou /Galileo  
/QZSS /NAVIC /SBAS 

L1,L2,L2C,L5/L1,L2,L2C,L3/B1,B2,B3/E1,E5a,E5b,AltBOC,E6/L1,L2C,L5,L6/L5 / WAAS, 
EGNOS, MSAS, GAGAN 

Sistem 
A.Ş. 

Leica 
GS18 T 

GPS /GLONASS  /BeiDou /Galileo  
/QZSS /NAVIC /SBAS 

L1,L2,L2C,L5/L1,L2,L2C,L3/B1,B2,B3/E1,E5a,E5b,AltBOC,E6/L1,L2C,L5,L6 / L5 
/WAAS,EGNOS, MSAS,GAGAN 

Baytekin 
Müh. 

Sanding 
Aquila 
T66 Pro 

GPS /GLONASS  /BeiDou /Galileo  
/QZSS /NAVIC /SBAS 

L1,L2,L2C,L5/L1,L2,L2C,L3/B1,B2,B3/E1,E5a,E5b,AltBOC,E6/L1,L2C,L5,L6 / L5 
/WAAS,EGNOS, MSAS, GAGAN 

Geomati
k 
Hizmetle
r 

Geomax 
Zenith 40 

GPS /GLONASS  /BeiDou /Galileo  
/QZSS /NAVIC /SBAS 

L1,L2,L2C,L5 
/L1,L2,L2C,L3/B1,B2,B3/E1,E5a,E5b,altboc,E6/L1,L2C,L5,L6/L5/EGNOS,WAAS,MSAS,G
AGAN 

Sistem 
A.Ş. 

Leica 
GS07 

GPS /GLONASS  /BeiDou /Galileo  
/QZSS /NAVIC /SBAS 

L1,L2,L2C,L5/L1,L2,L3/B1,B2,B3/E1,E5a,E5b,AltBOC,E6/L1,L2,L5,LEX / L5 
/WAAS,EGNOS, MSAS, GAGAN 

Geomati
cs Group 

Spectra 
Geospati
al S 

GPS /GLONASS  /BeiDou /Galileo  
/QZSS /NAVIC /SBAS 

L1 C/A ,L1P,L2C,L2P,L5    /  L1 C/A,L1P,L2 C/A,L2P,L3  /B1,B2  /E1,E5a,E5b/  L1 
C/A,L1C,L2C,L5  / L5 / L1 C/A,L5 

Geotekni
k Müh. 

Kolida 
K58 Pus 

GPS /GLONASS  /SBAS   
/GALİLEO  /QZSS  /BEİDOU 

L1C/A, L1C, L2C, L2E, L2P, L5 /L1C/A, L1P, L2C/A, L2P, L3 / L1 C/A, L5 /GIOVE-A ve 
GIOVE-B, E1 , E5A, E58, E5AltB0C, E6 /L1C/A. SAIF, L1C, L2C, L5, LEX /B1,B2,B3 

Kaya 
Harita 
Müh. 

E-Survey 
E300 
PRO 

GPS/GLONASS/BeiDou/Galileo/S
BAS/QZSS 

L1 C/A, L1P, L1C, L2P, L2C, L5 /G1, G2,G3 / B1L,B2L,B3L,B1C,B2A,B2B,ACEBOC /E5A, 
E5B, E5AltBOC, E6 /L1,L5 /L1 C/A,L1C,L2C,L5,LEX 

Sistem 
A.Ş. 

Leica 
GS18 I 

GPS/GLONASS/BeiDou/Galileo/
QZSS/SBAS 

L1,L2,L2C,L5/L1,L2,L2C,L3/E1,E5a,E5b,AltBOC,E6/B1I,B1C,B2I,B2a,B3I/L1,L2C,L5,L6/
WAAS,EGNOS,MSAS,GAGAN L-bant 

Geotekni
k Müh. 

Kolida K1 
PRO 

GPS /GLONASS   /QZSS  
/GALİLEO  /SBAS    /BEİDOU 

L1C/A, L1C, L2C, L2E, L5 / L1C/A, L1P, L2C/A, L2P, L3 /L1 C/A, L5 /GIOVE-A ve GIOVE-
B, E1, E5A, E5B, E5AltBOC, E6 /WAAS, MSAS, EGNOS, GAGAN /B1, B2,B3 

Paksoy 
Teknik  

Topcon 
MR-2 

GPS /GLONASS  /BeiDou  /Galileo  
/SBAS  /QZSS 

L1 C/A , L1C,L1P,L2P,L2C,L5 / L1 C/A ,L1P,L2 C/A,L2P,L3C / E1,E5a,E5b,AltBOC /B1,B2 
/WAAS, MSAS, EGNOS/L1 C/A,L1C,L2C,L5C 

Eksen 
Teknik 

Foif A90 
GPS / GLONASS/ BEİDOU / 
GALİLEO /SBAS/QZSS 

L1 C/A ,L1P , L1C ,L2P , L2C ,L5 / G1,G2,P1,P2  / B1,B2,B3  / E1BC, E5a,E5b,E5AltBOC ,E6  
/ L1,L5 / L1 C/A ,L2C, L5,L1C 

Geotekni
k Müh. 

South 
Galaxy 
G1 

GPS /GLONASS  /SBAS   
/GALİLEO  /QZSS   /BEİDOU 

L1C/A, L1C, L2C, L2E, L5 /L1C/A, L1P, L2C/A, L2P, L3 / L1 C/A, L5 /GIOVE-A ve GIOVE-
B, E1 , E5A, E5B, E6altB0C /L1C/A, L1C, L2C, L5 /B1,B2,B3 

Satlab 
Geosolut 

Satlab 
SLC 

GPS  /GLONASS   /SBAS    / 
BeiDou   /GALİLEO /QZSS 

L1 C/A, L1C,L2P,L5 /L1,L2 / 
WAAS,EGNOS,MSAS,GAGAN/B1,B2/E1,E5a,E5b,AltBOC/L1,L2C,L5,L6 

Geomati
cs Group 

Spectra 
SP60 

GPS   /GLONASS   /BeiDou  
/GALİLEO /QZSS   /SBAS 

L1 C/A ,L1P,L2C,L2P,L5    /  L1 C/A,L1P,L2 C/A,L2P,L3  /B1,B2  /E1,E5a,E5b/  L1 
C/A,L1C,L2C,L5   / L1 C/A,L5 

Baytekin 
Müh. 

Sanding 
T28 

GPS  /GLONASS    /Galileo / 
BeiDou /SBAS   /QZSS 

L1 C/A ,L1C,L2C,L2E,L5 / L1 C/A, L1P , L2 C/A ,L2P,L3 / GİOVE-A , GİOVE-B,E1, E5A ,E5B 
/ L1 C/A ,L5  / WAAS,EGNOS,MSAS,GAGAN/L1,L2C,L5,L6 

Doğa 
Elektro. 

Stonex 
S700A 

GPS /GLONASS /BeiDou  /Galileo  
/QZSS  /NAVIC 

L1,L2,L2C,L5/L1,L2,L3/B1,B2,B3/E1,E5a,E5b,AltBOC,E6/L1,L2,L5,LEX / L5 

Doğa 
Elektro. 

Stonex 
S850a 

GPS /GLONASS  /BeiDou  /Galileo  
/QZSS  /NAVIC 

L1,L2,L2C,L5/L1,L2,L3/B1,B2,B3/E1,E5a,E5b,AltBOC,E6/L1,L2,L5,LEX / L5 

Ifa Grup 
Müh. 

Sokkia 
GCX3 

GPS/GLONASS  /BeiDou  /Galileo  
/SBAS /QZSS 

L1 C/A , L1C,L2P,L2C  /  L1 C/A , L1P , L2  , L2P  / B1,B2 /E1 / L1 
,WAAS,MSAS,EGNOS,GAGAN  / L1 C/A ,L1C,L2C 

Gnss 
Teknik 

Chcnav 
İ73 İmu 
Mini 

GPS  /GLONASS   /SBAS   / 
BeiDou   /GALİLEO /QZSS 

L1,L2,L5/ L1,L2 /L1 / B1,B2,B3 / E1, E5a,E5b  / L1,L2,L5 

Baytekin 
Müh. 

Sanding 
T66 

GPS/GLONASS/BEİDOU/Galileo/
SBAS 

L1 C/A ,L1 , L1C ,L2,L2C,L2E,L5 / L1, L1 C/A ,L1P ,L2, L2 C/A ,L2P ,L3  / B1,B2,B3 / 
GIOVE-A,GIOVE-B,E1,E2-L1, E5A,E5B,E6-ALTBOC/WAAS,MSAS 

Geotekni
k Müh. 

South 
Galaxy 
G1 P 

GPS/GLONASS/SBAS/GALİLEO/S
BAS 

L1C/A, L1C, L2C, L2E, L5 / L1C/A, L1P, L2C/A, L2P, L3  /  L1 , L5 / GIOVE-A ve GIOVE-B, 
E1, E5A, E5B, E5AltBOC, E6 / WAAS, MSAS, EGNOS, GAGAN 

Baytekin 
Müh. 

Gıntec G9 
GPS/GLONASS/BeiDou/GALİLEO
/SBAS 

L1 ,L2E,L2C,L5/ L1 C/A,L1P,L2 ,L2P / B1,B2/ L1 BOC,E5A,E5B,E5 ALTBOC1 /L2 
CBOC,E5A,E5B,E5 ALTBOC1 / WAAS,EGNOS,MSAS,GAGAN 

Baytekin 
Müh. 

Pentax 
G6Tİ 

GPS/GLONASS/BeiDou/Galileo/S
BAS 

L1  ,L2E,L2C,L5 / L1 C/A,L2  , L3 CDMA / B1,B2 / E1,E5A,E5B,E5 ALTBOC / L1 C/A ,L1 
SAIF,L2C,L5 / L1 C/A ,L5 
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Sistem 
A.Ş. 

Leica 
Viva 
GS18T 

GPS/GLONASS/BeiDou/Galileo/
QZSS 

L1,L2,L2C,L5/L1,L2,L2C,L3/B1,B2,B3/E1,E5a,E5b,AltBOC,E6/L1,L2C,L5,L6 

Doğa 
Elektron. 

Stonex 
S900 

GPS/GLONASS/BeiDou/Galileo/
QZSS 

L1,L2,L2C,L5/L1,L2,L2C,L3/B1,B2,B3/E1,E5a,E5b,AltBOC,E6/L1,L2C,L5,L6 

Doğa 
Elektron. 

Stonex 
S980 

GPS/GLONASS/BeiDou/Galileo/
QZSS 

L1,L2,L2C,L5/L1,L2,L2C,L3/B1,B2,B3/E1,E5a,E5b,AltBOC,E6/L1,L2C,L5,L6 

Doğa 
Elektron. 

Stonex 
S990 

GPS/GLONASS/BeiDou/Galileo/
QZSS 

L1,L2,L2C,L5/L1,L2,L2C,L3/B1,B2,B3/E1,E5a,E5b,AltBOC,E6/L1,L2C,L5,L6 

Kordil 
Müh. 

Hemispe
re S321 

GPS/GLONASS/GALİLEO/BeiDou
/QZSS 

L1,L2,L2C,L5/L1,L2,L2C,L3/B1,B2,B3/E1,E5a,E5b,AltBOC,E6/L1,L2C,L5,L6 

Baytekin 
Mühen. 

Gıntec 
G10 

GPS/GLONASS/BeiDou/Galileo/S
BAS 

L1 C/A ,L1C,L2C,L2E,L5/ L1 C/A ,L1P,L2 C/A,L2P,L3 / B1 ,B2, optinal  B3/ 
E1,E5a,E5b/WAAS,EGNOS,MSAS,GAGAN 

Baytekin 
Müh. 

Pen
tax G6Nİ 

GPS/GLONASS/BeiDou/Galileo/S
BAS 

L1 C/A,L1C,L2C,L2P,L5/ L1 C/A,L2C,L2P,L3,L5/B1,B2,B3/ E1,E5 
ALTBOC,E5a,E5b,E6/L1 C/A,L1C,L2C,L5,L6/L1,L5 

Sistem 
A.Ş. 

Leica 
Viva 
Gs14 

GPS/GLONASS/BeiDou/Galileo/S
BAS 

L1,L2,L2C/L1,L2/B1,B2/E1,E5b/WAAS,EGNOS,MSAS,GAGAN 

Sistem 
A.Ş. 

Leica 
Viva 
Gs14 

GPS/GLONASS/BeiDou/Galileo/S
BAS 

L1,L2,L2C/L1,L2/B1,B2/E1,E5b/WAAS,EGNOS,MSAS,GAGAN 

Graftek 
Müh. 

Trimble 
SPS855 

GPS/GLONASS/SBAS/GALİLEO/
BeiDou 

L1  ,L2,L2C,L5 /L1, L2 /L1 C/A ,L5  /  E1,E5a,E5B /B1,B2 

Graftek 
Müh. 

Trimble 
TDC150 

GPS/GLONASS/SBAS/GALİLEO/
BeiDou 

L1 C/A,L1P,L2P,L2C  /L1 C/A,L2 C/A, / L1 C/A  /E1,E5B  /B1,B2 

Graftek 
Müh. 

Trimble 
R1 

GPS/GLONASS/SBAS/GALİLEO/
BeiDou 

L1 / G1 / 4 Kanal/E1/ L1 

    

Doğa 
Elektron. 

Stonex 
S500 

GPS/GLONASS/BeiDou/Galileo L1,L2,L2C,L5/L1,L2,L2C,L3/B1,B2,B3/E1,E5a,E5b,AltBOC,E6 

Doğa 
Elektr. 

Stonex 
S70G 

GPS/GLONASS/BeiDou/Galileo L1,L2,L2C,L5/L1,L2,L2C,L3/B1,B2,B3/E1,E5a,E5b,AltBOC,E6 

Graftek 
Müh. 

Trimble 
SPS555 

GPS/GLONASS/GALİLEO/BeiDou L1 C/A ,L2C,L2E,L5  /L1 , L2 C/A,L1 ,L2P  /L1 CBOC,E5A,E5B, E5 ALTBOC  /B1,B2 

Gnss 
Teknik 

Chcnav 
İ50 

GPS/GLONASS/ BeiDou 
/GALİLEO 

L1 C/A ,L2C,L2E,L5  / L1 C/A ,L1P, L2 C/A  ,L2P ,L3    /B1,B2 / E1,E5A,E5B 

Adastek 
Müh. 

Comnav 
G200 

GPS/GLONASS/BeiDou/SBAS L1 C/A ,L2C,L2P /L1 C/A, L1P,L2 C/A , L2P / B1,B2/WAAS,EGNOS,MSAS,GAGAN 

Adastek 
Müh. 

Comnav 
T300 

GPS/GLONASS/BeiDou/SBAS L1 C/A, L1C,L2P,L5 /L1,L2/B1,B2,B3/WAAS,EGNOS,MSAS,GAGAN 

GNSS 
Teknik 

Chcnav 
İ90 İmu 

GPS/GLONASS/GALİLEO/BeiDou L1,L2,L5 /L1,L2 / E1,E5a,E5b /B1,B2,B3 

Geomati
cs Group 

Spectra 
Precision 
SP 

GPS/GLONASS/ BeiDou 
/GALİLEO 

L1,L2  /L1,L2/ B1,B2  /E1,E5b 

Geo 
Teknik 

Dji 
Matrice 
300 Rtk 

GPS/BeiDou/GLONASS/Galileo L1,L2  /B1,B2 /L1,L2 / E1,E5a 

Gnss 
Tekn 

Phantom 
4  

GPS/BeiDou/GLONASS/Galileo L1,L2  /B1,B2 /L1,L2 / E1,E5a 

Paksoy 
Teknik 

Topcon 
Hıper Sr 

GPS/GLONASS/QZSS L1,L2,L2C/L1,L2,L2C/L1,L2C 

Leo Müh. 
Nv08c-
Csm 

GPS/GLONASS/GALİLEO L1 C/A ,L1C, L2C,L2E,L5 / L1 C/A , L2 C/A ,L2P/E1,E5 ALTBOC,E5a,E5b,E6 

Geomati
cs Group 

Spectra 
Precision  

GPS/GLONASS/GALİLEO L1 C/A ,L1P,L2C,L2P,L5    /  L1 C/A,L1P,L2 C/A,L2P,L3 /E1,E5A,E5B 

Geomati
cs Group 

Spectra 
Precision  

GPS/GLONASS/SBAS L1 C/A ,L1P,L2C,L2P,L5    /  L1 C/A,L1P,L2 C/A,L2P,L3 / L1 C/A,L5 

Geomati
cs Group 

Spectra 
Precision  

GPS/GLONASS/BeiDou L1 C/A ,L1P,L2C,L2P,L5    /  L1 C/A,L1P,L2 C/A,L2P,L3  /B1,B2 

Ifa Grup 
Müh. 

Sokkıa 
GRX2 

GPS/GLONASS/SBAS L1 CA,L1 , L2 P - code ,L2C/L1,L2 CA,L2P-code/WAAS,EGNOS,MSAS,QZSS 

GNSS 
Tekn 

Chcnav 
Lt6 

GPS/GLONASS/ BeiDou L1 C/A ,L2C,L2E,L5  / L1 C/A ,L1P, L2 C/A  ,L2P ,L3    /B1,B2 

Leo Müh. 
Nv08c-
Rtk-A 

GPS/GLONASS/BeiDou L1 C/A ,L1C, L2C,L2E,L5 / L1 C/A , L2 C/A ,L2P/B1,B2,B3 

Satlab 
Geosolut 

Satlab 
SL600 

GPS/GLONASS/SBAS L1 C/A, L1C,L2P,L5 /L1,L2 / WAAS,EGNOS,MSAS,GAGAN 

Graftek 
Müh. 

Trimble 
Geo 7x 

GPS/GLONASS/SBAS L1 C/A ,L2C,L2E / L1 C/A,L1P,L2 C/A / L1 C/A 

Graftek 
Müh. 

Trimble 
SPS461 

GPS/SBAS L1 C/A,L1-L2  / 4 Kanal 

 
Using Table 1, a ranking was made from the device 

that sees the least satellite system and signal to the 
maximum and a visual graph was created (Figure 1). As a 
result, it has become easier to examine the device that 

receives the most signals and sees the most satellite 
systems via the corresponding table. Accordingly, it has 
been seen that the most ideal device for our country is 
the Kolida K58 Pus device, which can work with systems 
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such as GPS /GLONASS /SBAS / GALILEO / QZSS / 
BEIDOU and receive signals from many satellites of these 
systems (Figure 1). 

 

 

Figure 1. Number of Satellite systems and signals used (   The number of signals it sees,       the number of satellites he has seen) 

 

4. Conclusions 
 

The importance of satellite-based position systems 
in terms of their application in the cartography sector has 
been increasing in recent years. Although each country 
wants to produce its own satellite system, the important 
thing is that these satellite systems can be used by other 
countries. In this study, first of all, the general 
characteristics of satellite systems and their ability to 
work throughout our country are summarized. Then, the 
current state of use of these satellite systems in our 
country was determined by contacting public and private 
sector users by phone, website and mail, which of their 
respective devices have seen how many satellite systems 
and which signals they have received. Then, based on this 
table, a ranking was made from the device that sees the 
least satellite system and signal to the maximum and a 
visual graph was created. As a result, it has become easier 
to examine the device that sees the most signals and sees 
the most satellite systems via the table. According to this; 

it has been seen that the most ideal device for our country 
is the device called Kolida K58 Pus, which can work with 
systems such as GPS /GLONASS /SBAS / GALILEO /QZSS 
/BEIDOU and receive signals from many satellites of 
these systems. 
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 The report presents the first results of the tidal analysis from sea level records obtained from 
TG installed in the aquatory of the Bulgarian Antarctic base "St. Kliment Ohridski” (BAB) on 
Livingston Island, Antarctica. Sea level data are available from two Antarctic Expeditions, 26-
st during 2017/2018 with more than 83-daily 15-minutes records and 28-th in the period 
January-December 2019. The tides in the aquatory of the BAB vary in the range of 2.4 m, and 
about 30 tidal constituents are determined to be significant using UTide software. The 
obtained results show that tides are mixed with semi-diurnal behaviour and a daily inequality 
between high and low waters. Comparisons have been made with the results of tidal regime 
analyzes from other studies for the Livingston Island area. The planned geodetic research 
activities in the area of BAB are briefly described. 

 
 
 

1. Introduction  
 

Making long-term recordings of sea-level variations 
to accurately determine the height of tides and their 
forecasting in the Antarctic region has essential scientific 
and practical value. Tidal oscillations at the ice-ocean 
interface of the Antarctic coast influence the location and 
extent of grounding zones control heat transfer and 
ocean mixing in cavities beneath the marine cryosphere 
and the calving and drift of icebergs (Padman et al. 2018). 
Tides range under most ice shelves fringing Antarctica 
are typically between 1-2 m, but spring tides can reach 2-
4 m and occasionally exceed 6 m under the Filchner-
Ronne Ice Shelf and in the southern Weddell Sea 
(Padman et al. 2002).   

The Bulgarian Antarctic base "St. Kliment Ohridski” 
(http://www.bai-bg.net/bulgarian-base.html, Fig. 1) is 
located on the island of Livingston near the Spanish base 
“Juan Carlos I” (Vidal et al. 2012). The access to the BAB 
is by sea only, so it is essential to determine the tidal 
regime for unimpeded navigation, acoustics on the shore, 
and studying variations in sea level at different temporal 
and spatial scales under climate change conditions.  

Tidal observations at BAB have been started in the 
last few years. Given that the permanent installation of 
sea level sensors must be per the extreme seasonal 

dynamic and harsh coastal conditions, the hydrostatic 
pressure sensor type "TideMaster" of Valeport Ltd, the 
UK, has been selected to be installed in a selected and 
protected location during the 26th Bulgarian expedition 
in 2017/2018 (Alexandrov 2019). This sensor measures 
the hydrostatic pressure of the water column at a fixed 
point and converts this to sea level. The goal was to 
overcome the damage to installed devices and cables that 
connect them to their onshore data logger and power 
supplies. The sensor is anchored at 3 m below sea level 
in the Emona Bay and records with sampling intervals of 

  
 

Figure 1. Location of the BAB “St. Kl. Ohridsky” on 
Livingston Island (shown in red on the inset map) 

http://igd.mersin.edu.tr/2020/
https://orcid.org/0000-0002-8058-9905
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15 minutes. The relative sea level was measured from Jan 
3 to Feb 15 and from Apr 16 to May 22, 2018. A strong 
storm tears off the sensor and throws it ashore. The 
sensor was reinstalled again in another place during the 
28th expedition after repairing the cables. The sea-level 
records are collected from Jan 9 until Oct 16, 2019, with 
two minor interruptions of several hours. Unfortunately, 
due to a sharp deterioration of the weather and heavy ice 
drift in the bay on Livingston Island, the power cable is 
was cut off, and the sensor stopped recording. The test 
location of the TG sensor installation in 2017 is with 
coordinates 62o38’39.9” S, 60o22’29.1” W (WGS’84), and 
the second in the Emona Bay has coordinates 62o38’32” 
S, 60o22’17” W, closer to the permanent GNSS site KOH2 
established in 2019 (Alexandrov 2020). 

This report provides the first analyses of the TG data 
collected from two sea-level campaign observations 
using UTide software (Codiga 2011). This study 
continues the previous one, as the time series of the sea 
level data have been supplemented with new ones, and 
other processing software has been used (Alexandrov 
and Pashova 2021). The obtained main tidal components 
through harmonic analysis (HA) are compared with the 
previous results and similar studies performed in this 
region. We estimated about 30 statistically significant 
tidal components and the tidal form factor F. We showing 
that the tidal regime in the Emona bay is mixed mainly 
semi-diurnal (0.25 < F < 1.5), similar to our previous 
result and confirming results of other studies (Vidal et al. 
2012; Jigena et al. 2015). Studies of sea-level changes and 
tidal forecasting in the BAB region are needed for many 
other studies and applications. For example, tides are a 
vital component in the assimilation of sea level data into 
refined global and regional tidal models setup, 
investigation of the effect of future SLR on the tidal 
regime in this area of the Antarctic and the response of 
the primary tidal constituents to various SLR scenarios 
(see, e.g. Llanillo et al. 2019; Zhou et al. 2020).  

  
2. Dataset and methodology 

 

2.1. TG sea-level records  
 

The selected sea-level datasets were subjected to data 
management procedures. All data undergo the QA/QC 
and convert into appropriate formats to use UTide 
software (Codiga 2011). In this study, two sea-level 
campaigns in 2018 and 2019 shown in Table 1 are used 
to evaluate the tidal regime at the BAB. Two more short 
observation periods are available, Apr 16 - May 22, 2018 
and Jan 9 - Feb 19, 2019, but they are excluded from 
further analysis due to outliers in the data. For example, 
tidal records from the first observation period of 2018, 
obtained from the TG sensor, are presented in Fig. 2. The 
time series shows a maximum range of 2.28 m at TG 
BGLIV, defined as the largest difference between the 
maximum and the next minimum. Therefore, it can be 
classified as meso-tidal (spring tidal range of 1-2m).  

A form number, F, has been defined as the sum of 
amplitudes of diurnal tidal species over semi-diurnal 
species (Defant 1958). A simplified definition of the F-
ratio number is F = (K1+O1)/(M2+S2), and it can be used 
to characterize tidal types. If F is less than 0.25, the tide 

is semi-diurnal; if F is between 0.25 and 3.0 the tides are 
considered mixed, and if it is greater than 3.0, the tide is 
diurnal. The total 15-minute values used in this study are 
24,294, and their histogram distribution is shown in Fig.3. 

 

Table 1. 15-minute sea-level data used in this study 

Year 
Observed period 

Days 
Number of 

records start end 

2018 3 Jan 12:15 LT  10 Feb 07:30 LT 38 3630 

2019 14 Mar 21:15 LT 16 Oct 03:00 LT 215 20664 

 

 
 

Figure 2. Tidal records Hobs (blue line) and residual 
series Herr (red line) at TG BGLIV on Livingston Island 
 

 

Figure 3. Histogram of sea-level data sets 
 

2.2. Harmonic analysis  
 

The standard tool for tidal analysis is usually based on 
HA, and Utide was selected to calculate all tidal 
constituents (Codiga 2011). HA codes model tidal heights 
h(tj) as a function of time tj, with known tidal constituent 
frequencies fk and unknown amplitudes a0, a1,k and  a2,k; 
thus, 

ℎ(𝑡𝑗) = 𝑎0 +  ∑[𝑎1,𝑘 cos(𝑓𝑘𝑡𝑗) + 𝑎2,𝑘 sin(𝑓𝑘𝑡𝑗)].

𝑛

𝑘=1

 

Several experimental calculations using the UTide 
software tool (Codiga 2011) are performed (not shown) 
with different options of the iteratively reweighted least 
squares (IRLS) and the ordinary least squares (OLS) 
methods separately for the two observational periods. 
They show a minimal effect on the obtained results. Here, 
we show in Table 2, the most common tidal harmonic 
constituents - daily O1, K1, P1, Q1, sub-daily M2, S2, N2, 
K2 and three long-term constituents MF, MSF, SSA with 
their accuracy evaluation. Phase lags are referenced to 
Greenwich. More detail for practical application and 
interpretation of tidal analysis and prediction is provided 
in Parker (2007). 
 

3. Results  
 

The obtained results (Table 2) show that the most 
significant tidal amplitudes are the principal lunar M2 
and principal solar S2. Diurnal constituents K1 and O1 
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also dominate the amplitudes. The significant differences 
between our results are not discovered, which confirm 
that the TG data obtained at the BGLIV station are 
reliable. Calculated values for 2(M2+S2) = 1.20 m, 
2(K1+O1) = 1.04 m, and the tidal form factor F= 
(K1+O1)/(M2+S2) = 0.86, which shows that the 
prevailing tides are mixed. 

 

Table 2. Tidal constituents at BGLIV station on 
Livingston Island and their accuracy estimation 

Tidal 
component 

Amplitude 
[cm] 

Error 
[cm] 

Phase 
[oG] 

Error  
[oG] 

Daily 

K1 26.2 0.1 23.5 0.2 

O1 25.9 0.1 6.1 0.2 

P1 8.1 0.1 16.0 0.8 

Q1 5.7 0.1 358.0 1.2 

Sub-
daily 

M2 39.6 0.1 191.0 0.2 

S2 20.6 0.1 249.0 0.3 

K2 5.9 0.1 246.0 0.7 

N2 5.3 0.1 153.0 0.9 

Long-
term 

MF 5.5 2.2 286 22.5 

MSF 2.5 2.0 274 46.5 

SSA 9.1 2.2 97.6 11.8 

 

The harmonic constituents are determined from the 
sea level data of the TG station LIVMAR at the Spanish 
base (Vidal et al. 2012; Oreiro et al. 2014; Jigena et al, 
2015) close to the TG BGLIV, agree well with our results. 
In practice, the values of the main daily and sub-daily 
tidal components are the same within the accuracy they 
are estimated. The small residuals could be attributed to 
local forcing by wind stress and air pressure fluctuations 
(inverse barometer effect). The water level variations are 
exclusively driven by astronomical tides. The values of 
the long-term dominant harmonics have larger 
amplitudes for the local area of the Bulgarian base in 
comparison with those estimated from the Spanish TG 
LIVMAR, which is located in the south-southwest 
direction of the South Bay on t Livingston Island. The 
values of the estimated phases differ by about 50o for the 
diurnal and about 100o for the half-day tidal components. 
This fact can be explained by the LT (UTC - 3h) used in 
the data processing, in which registrations are made at 
sea level through TG BGLIV at BAS.  

Further, we compare our results with the published 
main tidal constituents from global Tidal Analysis using 
different data sources for the Antarctic Peninsula 
(Padman et al. 2002; Oreiro et al. 2014; Howard et al. 
2020; Weikang et al. 2021). They are also in good 
conformity with the main tidal constituents obtained 
through global and regional tidal models developed in 
the last two decades. The established differences in the 
amplitudes are of the order of ± 4-5 cm, with what 
accuracy the tidal components are presented in the 
global and regional models   

 

4. Discussion 
 

The HA is one of the most popular methods to 
investigate the tidal regime and its change. This study 
provides the first results of tidal harmonics using the 15-
minute sea-level records; the results show high 

consistency with the results estimated with the HA 
method and the independent regional tidal solution for 
the Livingston Island. The obtained results are 
auspicious to be used for further analysis and 
comparison with the satellite altimetry data and to be 
assimilated into numerical models for regional and local 
weather and ocean forecasting. Changes in tidal 
characteristics over time are usually associated with 
local changes in morphology and tidal currents. In 
addition to morphological changes and SLR that affect 
the propagation pattern of tidal currents (which depend 
on water depth and the shape of coastlines and bays), the 
changes in mixed layer depth are caused by the warming 
of the upper ocean layer may induce additional unknown 
baroclinic changes in currents (Llanillo et al. 2019). 

Global changes in tidal properties may have 
significant spatial variations since different mechanisms 
may dominate different coasts. Recent studies highlight 
that mean SLR, intensifying coastal threats at some 
locations (see, e.g., Pickering et al. 2017), modifies tidal 
propagation in shallow waters. Further long-term sea-
level observations at the TG BGLIV could be used to study 
time-dependent changes in tidal amplitudes under 
climate change conditions. 

The research activities at the BAB envisaged for the 
next Bulgarian expedition to Livingston Island include 
re-establishing the tide gauge, performing precise GNSS 
levelling to link with TGBM and GNSS site KOH2 for long-
term vertical datum control (Alexandrov and Pashova 
2021). The IOC (2020) recommendations for the 
management of in-situ sea level monitoring stations will 
be taken into account when restoring the TG station and 
ensuring its smooth operation. Data can be recorded with 
improved time resolution, for example, every 1 minute, 
which will increase their amount, accuracy and ability to 
be used in the study of short-term high-frequency 
processes lasting from minutes to hours captured by the 
TG sensor.  

 

5. Conclusion  
 

Many factors can be taken into account when 
analyzing data from GT sea-level registrations that can 
give a clearer picture of actual water surface fluctuations 
and the relationship to the SLR and global climate 
change. To study the exact mechanism of how changes in 
shallow water in the bay in front of the BAB and changes 
in the wave field can affect the tidal variability in the local 
region require the installation of other equipment and 
additional research. Initial ocean parameters 
measurements (salinity, temperature and conductivity) 
were made during the 2019-20201 campaign near the 
shore and inland in front of the base. These data were 
pre-processed and will be used in future joint analyzes 
and comparisons with data from other sources. 
Furthermore, changes in the tidal characteristics over 
time are usually associated with local morphology and 
tidal currents. In addition to morphological changes and 
SLRs, which affect the pattern of tidal currents depending 
on the depth of the water and the shape of the shores and 
bays, additional unknown baroclinic changes in the 
currents may be caused by warming of the upper ocean 
layer. In this regard, hydrographic measurements in the    
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Figure 4. Sea level data, predicted tides and their residuals for the period 14 Mar – 16 Oct 2019 using UTide software 
 
 

area  of the Bulgarian base  were performed to prepare 
a bathymetric map (Alexandrov 2019; Alexandrov and 
Pashova 2021).  

In the last three decades, Bulgarian scientists working 
on the harshest continent on the Earth have contributed to 
the implementation of several international and national 
projects related to the current earth science topics. Seven 
Bulgarian surveyors contribute to the development of 
geodetic science and practice in the extreme conditions 
of Antarctica. They are part of the established experts 
who have contributed to the study and development of 
human knowledge about our planet. The construction of 
a permanent tide gauge station in the BAB “St. Kl. 
Ohridsky” area is essential for multi-disciplinary studies. 
TG BGLIV will be used for long-term research; the data 
will be processed, archived and analyzed together with 
those from other observations performed regularly. Its 
maintenance requires the provision of good logistics, 
providing a constant power source of energy for its year-
round operation and finding a suitable data transfer in 
near or real-time to a Centre of the Bulgarian Antarctic 
Institute in Sofia, which are in progress. 
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 Global Navigation Satellite System (GNSS) globally gives users 24-hour service of 3D 
positioning, velocity, and time with the aid of radio signals transmitted from satellites 
orbiting in space. More satellites present during observation bring improvement in 
satellite geometry and redundancy which gives better quality of GNSS positioning result. 
This study aims at testing the positional accuracy of the use of multi-GNSS as compared to 
using a single satellite. Five International GNSS Service (IGS) stations (MRO1, PTVL, TONG, 
XMIS, and YAR3) were used for the study and the data obtained from these stations were 
post-processed using the PPPH software. In the single satellite category, GPS and GLONASS 
produced similar results with RMSE values of approximately >0.1m in both horizontal and 
vertical components. On the other hand, the combination of GPS+GLONASS gave the best 
result in the multi-GNSS category with RMSE values identical to those obtained from the 
GPS and GLONASS single satellites. 
 

 
 
 

1. Introduction  
 

Global Navigation Satellite System (GNSS) is the 
general term for all those navigation systems that 
provide users globally with a 3-dimensional positioning, 
velocity, and time solution 24-hour service with the use 
of transmitted radio signals from orbiting satellites in 
space (Garcia et al., 2019). Global Positioning System 
(GPS) for the United States, GALILEO for Europe, for 
Russians is the GLONASS, BeiDou for the People's 
Republic of China, and the QZSS for Japan. 

The advent of the GNSS has made surveying and 
mapping applications easier, accurate, and more precise. 
This is the reason why geodesists are interested in 
utilizing forefront GNSS strategies. Recently, GNSS can be 
said to be one of the developments and useful advances 
to the field of surveying and geodesy. Since its inception, 
it has evolved to give overall all-weather navigation as 
well as precise and accurate positioning sureness 
capabilities to its users (Abdulmumin et al., 2020; Isioye 
et al., 2018). 

The advantage of using multi-GNSS is in the 
availability of a larger number of satellites, which will 
benefit the user in; reducing signal acquisition time, 
improving positioning and accuracy in time, reducing 

problems caused by obstructions such as buildings and 
foliage, and Improving the spatial distribution of visible 
satellites, leading in improvement in dilution of precision 
(DOP) (Jeffrey, 2010; Langley et al., 2017). 

Precise Point Positioning (PPP) is a GNSS 
positioning application known for its high precision and 
accuracy level; using a single receiver and undifferenced 
observations by application of the precise satellite orbit 
and clock products from the International GNSS Services 
(IGS), it provides a user with centimeter to millimeter 
level positioning globally. GPS was the only system that 
the PPP was mainly performed on some time ago. Today, 
the GLONASS, Beidou, and the GALILEO, multi-GNSS 
positioning that can highly improve the positioning, 
continuity, availability, and accuracy become the order of 
the day in GNSS-based applications (Wang et al., 2018). 

Many kinds of research were conducted to test for 
the positional accuracy of the use of multi-GNSS (see 
Andreas et al., 2019; Bu et al., 2021; Fang et al., 2019; 
Garcia et al., 2019; Li et al., 2015; Tao et al., 2021; Wang 
et al., 2018). 

The current study aims to assess the positional 
accuracy of multi-GNSS for geodetic and mapping 
applications. 
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2. Method 
 

The dataset used for this study was obtained from 
five International GNSS Service (IGS) Stations (see Table 
1) through its website 
(ftp://cddis.gsfc.nasa.gov/gnss/data/daily/). The choice 
of these stations was based on multi-GNSS capabilities 
and those with consistent data. Seven days RINEX data 

files of the year 2019 were downloaded from day 359 to 
365 which was equivalent to day 20853 to 20862 GPS 
calendar. Figure 1 shows pictorially the locations of these 
IGS GNSS sites. 

The obtained data were then post-processed using 
the PPPH software to determine the obtainable 
positional accuracy using these multi-constellation 
permanent GNSS sites. 

 

 
Figure 1. The Geographic Locations of the used IGS Stations 

To compare the results obtained from the PPPH 
software with the known coordinates of the stations 
used, the difference in X, Y, Z, and XY components was 
computed and used in analyzing the results 
subsequently. Also, Root Mean Square Error was 
computed using Equations (1), (2), (3), and (4). 
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Where ∆𝑥𝑖  𝑎𝑛𝑑 ∆𝑦𝑖 are the differences between the 
obtained result from the PPPH software and the 
reference (true) coordinates of the used IGS stations. 

Calculation of the Root Mean Square coordinate 
error RMSExy, which is a characteristic of point sets 
accuracy and is one of the most common accuracy 
measures in geodesy. RMSExy is calculated as follows; 

𝑅𝑀𝑆𝐸𝑥𝑦= √0.5(𝑅𝑀𝑆𝐸𝑋)2 + (𝑅𝑀𝑆𝐸𝑦)
2
 4 

 

3. Results  
 

The coordinates of the five used IGS stations are 
presented in Table 1. Similarly, all 3D coordinates 
obtained from the PPPH software were converted to the 
same coordinate system for easy comparison. 

 

Table 1. Showing the used IGS stations, the cities and countries they belong to, their coordinates, and systems 
STATIONS COUNTRY X (m) Y (m) Z (m) SYSTEMS 

MRO1 Australia -2556629.766 5097138.226 -2848385.220 QZSS+GPS+GLO+GAL+BDS 
PTVL Vanuatu -5950573.211 1230677.184 -1932017.019 QZSS+GPS+GLO+GAL+BDS 
TONG Tonga -5930303.5403 -500148.768 -2286366.298 QZSS+GPS+GLO+GAL+BDS 
XMIS Australia -1696344.7609 6039590.001 -1149275.083 QZSS+GPS+GLO+GAL+BDS 
YAR3 Australia -2389043.7708 5043313.583 -3078524.391 QZSS+GPS+GLO+GAL+BDS 

The RMSE for each station has been computed using 
equations (1)-(4). These results are presented in tables 
2, 3, 4, 5, and 6 for stations MRO1, PTVL, TONG, XMIS, and 
YAR3 respectively. 

Considering the results from the single satellites, 
GPS and GLONASS produced identical results in both 
horizontal and vertical components with RMSE values 
less than 0.1 m in all the used stations (see Figure 2). 

On the other hand, the combination of GPS and 
GLONASS (GPS+GLONASS) satellites proves to be better 
in the multi-GNSS category with RMSE values similar to 
that of GPS and GLONASS (>0.1 m) in the single satellite. 
The combinations of GPS and BEIDOU (GPS+BEIDOU), 
and GLONASS and BEIDOU (GLONASS+BEIDOU) 
produced poor results (see also Figure 2). 
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Figure 2. RMSE in coordinates of all the five used stations 

4. Discussion 
 

Although not all multi-GNSS combinations give the 
required accuracy, multi-GNSS capability can solve many 
GNSS project problems. Based on the current study, GPS 
and GLONASS have the best results when compared to 
the other single constellation (i.e., BEIDOU). On the other 
hand, the synergy between GPS and GLONASS 
(GPS+GLONASS) comes on top when considering the 
accuracy of the multi-GNSS systems. 

Generally, it can be said that the GPS, GLONASS, and 
GPS+GLONASS systems have similar results based on the 
present study. This implies that these systems can be 
integrated when there is a need or in the absence of GPS 
or GLONASS signal. The use of all other constellations 
apart from that can be discouraged based on the results 
obtained. 

 

5. Conclusion  
 

The use of multi-GNSS constellations can go a long 
way in solving the problems of GNSS mapping problems; 
in reducing the cases of signal loss, improving accuracy, 
and the likes. But this is not always achieved as proved in 
the just-completed study. If one must use it, 
GPS+GLONASS is the best. 
 

Table 2. RMSE of Coordinates over the Station MRO1 
STATION SYSTEM RMSE X (m) RMSE Y (m) RMSE XY (m) RMSE Z (m) 
MRO1 GPS 0.01122209 0.019920642 0.021442939 0.019221268  

GLONASS 0.07193277 0.026292212 0.057257682 0.068788550  
BEIDOU 2.16433165 1.992064209 2.512067984 0.706914569  
GPS+GLONASS 0.01072881 0.030276334 0.031212338 0.065561738  
GPS+BEIDOU 0.70344904 0.703063347 0.861230715 0.559836358  
GPS+GALILEO 0.15614839 0.380931349 0.396610454 0.243052520  
GLONASS+BEIDOU 0.75261300 0.378810029 0.653230588 0.330026654 

 

Table 3. RMSE of Coordinates over the Station PTVL 
STATION SYSTEMS RMSE X (m) RMSE Y (m) RMSE XY (m) RMSE Z (m) 
PTVL GPS 0.055789283 0.130304436 0.136145026 0.057082015  

GLONASS 0.051122379 0.111169206 0.116898850 0.013628663  
BEIDOU 0.692271956 0.340628681 0.596362414 0.142641936  
GPS+GLONASS 0.053567458 0.152522690 0.157155678 0.075845406  
GPS+BEIDOU 0.699314189 0.506091667 0.707565505 0.905610153  
GPS+GALILEO 0.770024867 0.718223702 0.901284879 0.966270324  
GLONASS+BEIDOU 0.543639478 0.329314972 0.506182074 0.618524800 

 

Table 4. RMSE of Coordinates over the Station TONG 
STATION SYSTEMS RMSE X (m) RMSE Y (m) RMSE XY (m) RMSE Z (m) 
TONG GPS 0.077604333 0.324084028 0.328696933 0.054437393  

GLONASS 0.023352265 0.311908094 0.312344878 0.086983963  
BEIDOU 0.629147622 0.953409063 1.052094201 1.203708856  
GPS+GLONASS 0.077413208 0.394794706 0.398571527 0.054437393  
GPS+BEIDOU 1.032198487 1.09483042 1.315815529 0.701663042  
GPS+GALILEO 0.650360825 1.024119742 1.122633443 0.277398973  
GLONASS+BEIDOU 1.159477708 0.54328713 0.983542161 1.048145364 
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Table 5. RMSE of Coordinates over the Station XMIS 
STATION SYSTEMS RMSE X (m) RMSE Y (m) RMSE XY (m) RMSE Z (m) 
XMIS GPS 0.043040494 0.071178059 0.077411615 0.082712  

GLONASS 0.084461850 0.070957578 0.092746320 0.064840  
BEIDOU 0.239802219 0.212843815 0.272130560 1.567636  
GPS+GLONASS 0.043040494 0.091178059 0.096123257 0.082712  
GPS+BEIDOU 0.169091541 0.706395001 0.716442511 1.284794  
GPS+GALILEO 0.962279309 0.140709576 0.694830857 1.143372  
GLONASS+BEIDOU 0.325883206 0.211420254 0.312727446 1.567636 

 

Table 6. RMSE of Coordinates over the Station YAR3 
STATION SYSTEMS RMSE X (m) RMSE Y (m) RMSE XY (m) RMSE Z (m) 
YAR3 GPS 0.050063747 0.01223673 0.037455666 0.218742  

GLONASS 0.068645985 0.027060598 0.055573479 0.501584  
BEIDOU 0.657043034 1.143607581 1.234378821 1.137980  
GPS+GLONASS 0.032646931 0.031324730 0.038912078 0.066095  
GPS+BEIDOU 0.515621678 0.412027338 0.550181229 1.067270  
GPS+GALILEO 0.657043034 0.790054190 0.916536086 0.996559  
GLONASS+BEIDOU 0.162068287 1.497160971 1.501540555 0.276233 
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 The Commodore Channel in Lagos State is located at the seaside entrance into the Lagos 
Harbour thus exposing it to the action of dynamic coastal forces such as high waves, tidal 
currents, and storm surges. The combined effects of these forces affect the stability of the 
sediments on the channel’s seabed. This study assessed changes in the channel’s bathymetry 
using data on water depth from a time series of bathymetric charts covering the channel at the 
following periods: 2008, 2010, 2012, 2014, 2016 and 2018. The charts were acquired from the 
Nigerian Navy Hydrographic Office (NNHO), scanned and georeferenced. The depths were 
digitized within the ArcGIS 10.4.1 software environment. Using Kriging interpolation, 
bathymetric surfaces were produced, and coincident points for depth comparison were 
extracted. There was an average decrease of 0.02m in depth values from 2008 to 2010 and an 
average decrease of 0.03m between 2010 to 2012. From 2012 to 2018, the average depth 
increased consistently.  There was also a rapid increase in surface volume from 2008 – 2014, 
and a slight decrease in volume in 2016. Continuous monitoring of channel bathymetry is 
essential for safe navigation. 

 

 
1. Introduction  

 

Seafloor data are primarily collected by measuring 
the time that laser light, or an acoustic sonar pulse, takes 
to travel through the water column to the seafloor and 
back, based on the speed of sound in water, sensor 
characteristics, time and other variables (Kearns et al., 
2010). Monitoring the changes in riverbed topography is 
important because they provide data from which 
morphological parameters are estimated. Bathymetric 
surveys involve the measurement of the depth of water 
bodies as well as the mapping of underwater features. 
Several methods can be used for bathymetric surveys 
including multi-beam and single beam echo sounder 
surveys, and remote sensing methods. Bathymetric 
surveys are important for many purposes such as 
sedimentation purposes to check for accretion or 
erosion, and pre/post dredge bathymetry to determine 
the status of the water body or ascertain the dredged 
volume (Chukwu and Badejo, 2015). Bathymetric 
information is vital in navigation safety, water volume 

computation, pollution control, underwater engineering 
construction and maintenance (Temitope and Kehinde, 
2019). In bathymetric surveys, charts are produced to 
support safety of surface or sub-surface navigations 
which usually shows seafloor relief, and such charts 
provides surface navigational information (Temitope 
and Kehinde, 2019). The regular updating of bathymetric 
charts is a daunting task that cannot be ignored due to its 
importance in estimating or determining temporal 
changes in an ocean floor which provides accurate 
information in terms of planning, engineering design, 
and regulation of navigation, flood control and coastal 
engineering projects (Chukwu and Badejo, 2015). 
Comparison of digital bathymetric data for the same 
region but at different time periods enables the 
estimation of net movement of sediments in (accretion) 
and out (erosion) of the Commodore channel in Lagos 
State (Temitope and Kehinde, 2019).  

This study aims to monitor and visualize the 
bathymetric changes in the Commodore Channel of 
Lagos State (shown in Figure 1) using a time series of 
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bathymetric data for the following periods - 2008, 2010, 
2012, 2014, 2016 and 2018. We also assess the changes 
in channel volume that have occurred over time and infer 
the causative factors for observed changes in the 
Commodore Channel and its implications for safe 
navigation. 

 
Figure 1. Map showing the location of Commodore 
Channel 
 
2. Methods 

 
2.1. Data acquisition  

 
Bathymetric charts published by the Lagos Channel 

Management (LCM) for 6 epochs (2008, 2010, 2012, 
2014, 2016 and 2018) were acquired from the Nigerian 
Navy Hydrographic Office (NNHO).  

 
2.2. Data conversion  

 
The bathymetric charts were scanned, 

georeferenced and referenced to the WGS84 datum. The 
study area falls within Zone 31N of the UTM zone. 
Vectorization of the charts was done in ArcGIS software. 

 

2.3 Kriging and quantitative analysis  
 
Using kriging interpolation in ArcGIS, bathymetric 

models for the six epochs were generated from the depth 
points. The changes in depth were computed using the 
ArcGIS raster calculator. The calculation of the depth 
change was done using raster calculator expressed as 
“depth map of the more recent year – depth map of the 
preceding year”. The surface volume tool in ArcGIS was 
used to calculate the surface volume at each epoch. 

 
 

3. Results  
 

Table 1 shows the statistics of sampled depths. There 
was an average decrease of 0.02m in depth values from 
2008 to 2010 and an average decrease of 0.03m between 
2010 to 2012. From 2012 to 2018, the average depth 
increased consistently.  
 
Table 1. Statistics of the sampled depths 

Statistics Chart depths (m) 
 2008 2010 2012 2014 2016 2018 
Min 22.1 21.65 21.89 21.85 21.67 32.59 
Max 3.2 1.47 1.50 1.43 1.61 2.01 
Range 18.9 20.18 20.39 20.43 20.06 30.57 
Mean 11.3 11.28 11.25 11.81 12.02 12.33 
Std. Dev. 3.4 3.646 3.781 3.840 3.796 4.053 

 
The descriptive statistics of depth changes are 

presented in Table 2. Positive values indicate an increase 
in depth while negative values indicate a decrease.   

Table 3 presents the surface volumes computed for 
the six periods. There is a rapid increase in volume from 
2008 – 2014. However, there is a slight decrease in 
volume in 2016. 
 

 
Figure 2. Maps showing changes in depth (ΔH) – (a) 
2008-2010 (b) 2010-2012 (c) 2012-2014 (d) 2014-2016 
(e) 2016-2018 (f) 2008-2018 
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Table 2. Statistics of depth changes (ΔH) in metres 
 2008-

2010 
2010-
2012 

2012-
2014 

2014-
2016 

2016-
2018 

2008-
2018 

Max 
(-ve) 

4.01 4.51 4.91 3.58 16.40 15.96 

Max 
(+ve) 

10.34 15.06 8.25 2.61 2.87 15.51 

Range 14.35 10.55 13.16 6.18 19.27 31.47 
Mean +0.08 -0.02 -0.57 -0.15 -0.36 -0.97 
Std. 
Dev. 

1.44 1.59 1.29 0.66 1.10 2.87 

 
 
Table 3. Statistics of surface volume 

Year Volume (m3) 
2008 69,238,215.866 
2010 83,783,538.873 
2012 83,404,963.764 
2014 88,842,339.010 
2016 86,655,377.418 
2018 88,152,424.554 

 
4. Discussion 

 
The historical archive from the bathymetric charts 

(2008 – 2018) offers added advantages for monitoring 
changes over a lengthy period or since the last 
hydrographic survey of the channel was done. These 
products can serve as stand-alone information in 
inaccessible areas or can be used in combination with 
ancillary data to give informed perspectives on river 
channel morphology. 

 

5. Conclusion  
 
Historical bathymetric data is a valuable resource for 

monitoring the changes in the underwater topography of 
rivers and creeks. The digital bathymetric models 
produced provide a layer for the development of a 
coastal characterization procedure of the local coastal 
habitats. The results of this study clearly show the 
relevance of digital bathymetric data in urban planning 
which is primarily concerned with the control of the use 
of land and design of the urban environment, to guide 
and ensure the orderly development of settlements and 
communities. Integrating such data enables us create 
more comprehensive and strategic plans for 
development and fosters more sustainable cities.  
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 This paper focuses on assessing the accuracy of established control within the University of 
Lagos campus. Taking full advantage of advancement and revolutions in surveying techniques, 
Differential Global Positioning System(DGPS) linked with Continuously Operating Reference 
Stations(CORS) was embraced for data acquisition to minimise the uncertainties surrounding 
the process. The acquired data was adjusted/reduced using Trimble Business Center and 
resulted in the production of a list of new coordinates. Besides, determined was Pearson 
correlation coefficient and t-statistics at ninety-nine per cent confidence level in Excel 
application for decision making between existing and newly acquired data. For the Eastings 
and Northings, the p-values were smaller (E = 0.002768695 and N = 0.00036642) than the 
0.01 p-value specified for the computation; communicating the existence of a significant 
difference between the data thereby inferring the rejection of existing Eastings and Northings 
coordinates. For the Height, the p-value is larger (0.069657705) than the 0.01 entered value; 
signifying there exist no significant difference between the height data. Hence, we do not reject 
the existing elevation data. Finally, a map was produced in accordance with best surveying 
practices.  

 
 
 
 
 
 

1. Introduction  
 

Several studies have shown the existence of 
considerable discrepancies in data reports of all the 
previous attempts made to coordinate and re-coordinate 
Survey Control points/stations within the University of 
Lagos campus in Lagos, Nigeria. Iyoyojie 2014; 
Owodunni 2015 both re-coordinated  XST347  presumed 
to be a first-order control and ends up producing two 
coordinate values (Table 1) with a significant difference. 
This then prompts a question of “how accurate or 
precisely determined are all these controls?” Survey 
control stations are reference monuments to which other 
survey works of lower accuracy are connected (John, 
2020). The purpose of a control system is to prevent the 
accumulation of errors, by connecting detail work to a 
reliable geometrical network system of points that are 
accurate enough for projects.  

Great care is taken to ensure that these controls are 
sufficiently accurate (Dimal et al. 2009). 

Control networks consist of stable, identifiable points 
with published datum values derived from observations 

that tie the points on the Earth’s surface together; (John, 
1984). Given the foregoing, this study assesses the 
accuracy of control points within the University of Lagos. 
Observations were carried out on the control points 
using a Differential Global Positioning System (DGPS). 
The DGPS was linked to a Continuously Operating 
Reference Station (CORS). The observed coordinates of 
the controls were compared with the previously 
documented coordinates, and the differences were 
statistically analysed. 

 

Table 1. Control Points with Multiple Coordinate varying 
Value (WGS84 Zone 31) 
Station Eastings(Xₒ) Northings(Yₒ) Height(Zₒ) 

CR 7 543302.330 720161.975 3.193 

CR7 543308.485 720161.118 3.458 

CR7 543308.350 720161.709 3.288 

XST 347 543235.430 719894.220 4.701 

XST 347 543245.510 719884.330 4.735 

  

http://igd.mersin.edu.tr/2020/
https://orcid.org/0000%20–%200002%20–%204678%20–%206059
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2. Method 
 

Figure 1 presents the methodology workflow for this 
study. 

 

 
Figure 1. Methodology Workflow 
 

2.1. Study area 
 

The University of Lagos is within the Geographic 
location 06˚31' 0” N, 03˚23’ 10” E. It is largely surrounded 
by the scenic view of the Lagos lagoon on 802 acres 
(324.5579 Hectares) of land in Akoka, North Eastern part 
of Yaba, Lagos Nigeria. Below figures 2, 3 and 4 are three 
out of the forty-two control monuments in the study area. 

 

                  
Figure 2. XST347     Figure 3. CR 7      Figure 4. GME 03 

 

2.2. Reconnaissance  
 

Field investigation conducted revealed the control 
beacons are physically present on the ground with some 
in bad states. The office inspections further validated the 
need for the research due to inconsistencies within the 
sourced existing data leading to a conceptual 
comprehensive plan devised toward instrumentation, 
data acquisition and processing. Furthermore, Trimble 
GNSS planning online software abetted the planning 
process, i.e. Fig. 6 below. 

 

2.3. Instrumentation  
 

Stonex S900A GPS Receivers and Continuous 
Operating Reference Station (CORS) were deployed for 
data acquisition. Trimble Business Center, ArcGIS, Global 
Mapper and Microsoft Excel were installed for data 
processing/statistical analysis.  

 
Figure 5. Recce diagram of the study area 

 

 
Figure 6. Satellite’s Health Status for one of the 
Observation Days seen in Trimble GNSS Planning Online. 
(Source: Trimble GNSS online) 
 

2.4.  Data acquisition  
 

Based on the expected accuracy standard (1:50,000) 
for second-order classification, to eliminate noisy data 
and unhealthy satellites, an hour Static GPS/GNSS 
positioning technique was applied to be the most 
accurate method of GPS observations. 

To reduce the detrimental effects of atmospheric 
refraction and multipath signals, a 15° minimum 
elevation angle for the receiver’s antenna was observed 
to enable a clear sky view for the satellite’s microwave 
signal. Where power-line, metallic objects, trees and 
fences that could lead to imaging became inevitable, such 
stations were indicated in the field note. The observation 
window where the satellite constellation is good was 
critically observed. PDOP less than 4 (four) was 
considered. The batteries were fully powered to avoid 
loss of power.  

Having set up and initialized the receiver, the data 
was acquired for each control station. 

 

2.5.  Data processing  
 

Receiver INdependent Exchange(RINEX) Format raw 
data from NIGNET CORS code-named LGLA (situated in 
the University of Lagos), Nigerian Institution of 
Surveyors (NIS) CORS (Lagos branch) both 
corresponding to the observation epoch and the DGPS 
receiver were imported into the TBC. The NIS CORS 
coordinate values given in the geographical coordinate 
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system was converted to their UTM equivalent using 
Global Mapper. The raw data were processed and 
adjusted using the CORS as baseline controls. The TBC 
uses the Chi-square test to adjust the data until the initial 
apriori error estimates agree with the adjusted errors for 
the network vectors. The CORS assigns standard 
estimated error values to each control point based on its 
quality. The TBC also determines the root mean square 
error which evaluates the quality of predictions.  

 

3. Results  
 

Table 2 shows the chi-square test performed on the 
data at 95% confidence level was successful and the fixed 
result obtained surpassed the expected second-order 
accuracy standard (1:50,000) for the control survey.  

Table 3 gives the Root Mean Square error of XST347 
and CR7 for the referenced CORS while table 4 give the 
final processed WGS84 zone-31 coordinates.  

 

Table 2. Adjustment Statistics 
Operation Result 

Number of Iterations for Successful 
Adjustment: 

3 

Network Reference Factor: 1.00 

Chi-Square Test (95%): Passed 

Precision Confidence Level: 95% 

Degrees of Freedom: 368 

Post Processed Vector Statistics  

Reference Factor: 1.00 

Redundancy Number: 368.00 

A Priori Scalar: 2.62 

Fixed        0.000001(Meter) 
 

Table 3. Processing summary for two points from two 
baselines 

Observation Solution Type RMS Distance 

LGLA- CR7 Fixed 0.0150 704.43660 

LGLA - X347 Fixed 0.0107 889.65660 

NIS CORS-CR7 Fixed 0.0284 12054.7301 

NIS CORS- XST347 Fixed 0.0288 12283.5743 

 

Table 4. Eight of the Final processed Points WGS84 zone 
31 coordinate list  

Station Eastings(X₁) Northings(Y₁) Height(Z₁) 

CR 7 543303.42167 720160.24663 3.39415 

XST347 543236.44025 719895.00637 4.79219 

GME 17/04 544062.90674 720527.94721 5.97133 

GME 03 543939.76545 720408.73090 7.52536 

 PGD 21/13 543545.36986 720566.01726 6.35497 

UNILAG 001 544473.83120 720456.66867 1.51893 

YTT 28/186 542622.77768 720383.12109 6.40460 

 

4. Discussion 
 

Ninety-one per cent of the observed controls were 
used for analyzing the data. The criteria are the presence 
of existing coordinates and stable conditions.   
Determining the correlation coefficient (r), equation 1 
was applied between the existing variables, x (X₁, Y₁, Z₁) 

and the newly acquired variables, y(Xₒ, Yₒ, Zₒ). Table 5 
gives a very high linear relationship between x and y.  

 

𝑟 =
𝑛(Σ𝑥𝑦)−(Σ𝑥)(Σ𝑦)

√{𝑛Σ𝑥2−(Σ𝑥)2}{𝑛Σ𝑦2−(Σ𝑦)2}
   Equation 1  

 

Table 5. The Correlation coefficient between x and y  
New Easting Existing Easting 

New Easting 1 
 

Existing Easting 0.999985879 1 

   

 New Northing Existing Northing 

New Northing 1  

Existing Northing 0.999993 1 

   

 New Elevation Existing Elevation 

New Elevation 1  

Existing Elevation 0.998153 1 
 

Determining the x horizontal points geometry 
vector deviation distance, S using y data as standard, 
equation 2 was applied. The maximum displaced point at 
PGD84/2 with 22.6201m(outlier) and the least 
displaced, PGD21/13 with 0.0825m.  In the vertical point 
data, MEGA10 has the least difference with 0.01120m 
higher than the newly observed height while CR6 is with 
the highest difference of -0.28274m. Fig. 7 shows the 
corresponding difference between (X₁, Y₁, Z₁) and (Xₒ, Yₒ, 
Zₒ).  

 

S = √∆𝐸2 + ∆𝑁2          (2) 
 

 
Figure 7. Chart Depicting the Difference between Two 
Corresponding Eastings, Northings and Heights 
 

With a two-sample t-test for means of (Xₒ, X₁), (Yₒ, 
Y₁) and (Zₒ, Z₁), equation 3 was used to produce the 𝑝 −
𝑣𝑎𝑙𝑢𝑒 based on the 𝑡 − 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛. 

𝑇 − 𝑆𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐 =
𝑥̅𝑖 − 𝑦̅𝑖 − 𝐻𝑦𝑝𝑜𝑡ℎ𝑒𝑠𝑖𝑧𝑒𝑑 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 

𝑆𝐸𝑥̅𝑖−𝑦̅𝑖
              

                                    (3)

 

The mean difference between the sample means, 𝑥̅𝑖 − 𝑦̅𝑖 
The Standard error of the difference in the Aspin-Welch 
unequal-variance t-test for the unequal variance case is: 
 

𝑆𝐸𝑥̅1−𝑥̅2
= √

𝑆1
2

𝑛1
+

𝑆2
2

𝑛2
  (4) 

𝑛1 𝑎𝑛𝑑 𝑛2 are the assumed sample sizes for groups x and y. 
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𝐻0: 𝑥̅𝑖 − 𝑦̅𝑖  =  Hypothesized Difference 
 

Since the Hypothesized difference is zero, the t-
Statistic formula reduces to: 
 

𝑇 − 𝑆𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐 =
𝑥̅𝑖−𝑦̅𝑖 

𝑆𝐸𝑥̅𝑖−𝑦̅𝑖

                (5) 

 
For the unequal variance case: 
 

𝑑𝑓 =
(

𝑆1
2

𝑛1
+

𝑆2
2

𝑛2
)

2

(
𝑆1

2

𝑛1
)

2

𝑛1−1
+

(
𝑆2

2

𝑛2
)

2

𝑛2−1

           (6) 

 

Table 6 present the result summary of the hypothesis 
calculations. There was a statistically significant 
difference at 99% confidence level in the horizontal 
control coordinates but no significant difference between 
the height data. For the Eastings and Northings, the p-
values were smaller (E = 0.002768695 and N = 
0.00036642) than the 0.01 p-value.  For the Height, the 
p-value is larger (0.069657705) than the specified 0.01 
p-value.  

 

Table 6. Summary of two-sample t-test for means  x and y 
 mean variance t-stat t-critical 

two-tail 
𝑿𝒐 543517.792 296791.317   
𝑿𝟏 543516.078 296318.464 3.2606253 2.74999565 
𝒀𝒐 720334.439 58484.4529   
𝒀𝟏 720333.773 58499.9592 4.0149979 2.74999565 
𝒁𝟏 5.54964097 3.78898635   
𝒁𝒐 5.58976516 3.73290145 -1.8813701 2.74999565 

 

5. Conclusion  
 

Since there is evidence of significant difference at 
99% confidence level for the Eastings and Northings and 
no significant difference for the height, we infer the 
rejection of the exiting Eastings/Northings, keep the 
newly acquired Eastings/Northings and fail to reject the 
existing height of control coordinates of the University of 
Lagos. 
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 There have been several cases of bridge collapse all over the world leading to loss of lives and 
valuable infrastructure. Such incidents can be averted if bridges are properly monitored 
through deformation surveys. This study aims at establishing a geodetic network for 
deformation monitoring of the Third Mainland Bridge in Lagos State, Nigeria. High precision 
Global Navigation Satellite System (GNSS) surveys were deployed for the observation. Points 
in the network were established by simultaneous redundant observation from three existing 
first order controls (XST series) in static mode. The raw field data was subjected to least 
squares adjustment and the redundant observations were reduced to give the three-
dimensional (3D) coordinates of the points that make up the network. With this network in 
place, the positional integrity of the bridge can be continuously monitored. 

 
 

 
1. Introduction  

 

The provision and maintenance of a secure and 
reliable highway network is a constant challenge for 
transportation authorities. Bridges are not only an 
essential component of the network, but they are also 
expensive investments. To protect this investment, 
transportation authorities must fully comprehend the 
condition and actions of bridge systems in order for the 
bridge to remain accessible to traffic, weather-resistant, 
and unperturbed by millions of loadings cycles each year 
– all while incurring minimal maintenance costs (Van 
Cranenbroeck, 2007). High cost of maintenance 
compounded with budget-driven policies often 
contributes to the postponement of routine bridge 
repairs. These lapses can lead to the occurrence of a 
bridge collapse, which is unacceptably dangerous. 

The Third Mainland bridge has had haphazard repairs 
since its inception.  The Nigerian Federal Government 
announced in August 2018 that the bridge will be 
temporarily closed for four days to allow for investigative 
maintenance testing. The government declared in July 
2020 that the bridge will be closed for six months to 
begin repair works. Construction was to take place in two 
stages, with each carriageway taking three months to 
complete. As part of ongoing reconstruction work, the 
Federal Government declared in early January that the 
Lagos Island-bound traffic on the Third Mainland Bridge 

would be closed for two weeks beginning on Wednesday, 
January 13, 2021 (Construction Review Online, 2021).  

There are several methods for monitoring the 
structural integrity of bridges to prevent or reduce 
hazards such as bridge deformation, bridge failures or 
collapses. For decades, Surveyors, Geodesists and 
Engineers have relied on the establishment of geodetic 
control networks for bridge monitoring. Having multiple 
control stations in the reference network is critical for 
improving the reliability of deformation surveys, and for 
investigating the stability of reference monuments over 
time (Alademomi et al., 2020).  

Given the foregoing, this study aims to establish a  
geodetic control network for the deformation monitoring 
of the Third Mainland Bridge in Lagos State Nigeria. 
Following established procedures, the geodetic network 
was designed. The three-dimensional coordinates (3D) 
of the reference stations and monitoring stations were 
determined using differential Global Navigation Satellite 
System (GNSS) surveys.  

The establishment of such a network is imperative in 
the setting up of a structural health monitoring (SHM) 
scheme for the bridge. The findings of this study can 
facilitate the attainment of sustainable development goal 
(SDGs) No. 9 (Industry, Innovation and Infrastructure) 
and No. 11 (Sustainable cities and communities) in 
Nigeria and Africa.  
 

http://igd.mersin.edu.tr/2020/
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2. Methods 
 

2.1. Study area  
 

The Third Mainland Bridge is the longest of three 
bridges connecting Lagos Island to the mainland; the 
others are the Carter Bridge and the Eko Bridge. The 
Third Mainland Bridge was the longest bridge in Africa 
until 1996 when the 6th October Bridge located in Cairo 
was completed. The former starts from Oworonshoki 
which is linked to the Apapa-Oshodi expressway and 
Lagos-Ibadan expressway, and ends at the Adeniji Adele 
Interchange on Lagos Island. The bridge was built by 
Julius Berger Nigeria PLC. The phase one of the project 
was commissioned by President Shehu Shagari in 1980 
and completed by President Ibrahim Babangida in 1990; 
it measures about 11.8 km in length (Construction 
Review Online, 2020; The Guardian News, 2020).  

 
Figure 1. Network Diagram   
 
2.2. Project planning and network design  

 
A preliminary reconnaissance was done with the aid 

of Google Earth (GE) imagery and site visits. Analysis of 
the GE imagery enabled a holistic perspective of the 
survey area and provided insights such as: possible 
locations for establishment/monumentation of 
reference stations and monitoring stations, and 
approximate spacing between monitoring stations. 
Additional insights were gained during site visits such as: 
suitable times for field observations, stability of 

proposed monumentation locations, and likely human 
and vehicular interferences.  

The network was designed with a good geometry, 
near-uniform spacing between monitoring stations 
(approx. 1.5km), well distributed reference stations and 
monitoring stations which span the entire length of the 
bridge.   
 
2.3. GNSS observation 

 

The 3D coordinates of the reference stations and 
monitoring stations were determined using 10 GPS dual 
frequency differential Global Positioning System (GPS) 
receivers and accessories.  The observation was done 
using the following GPS equipment: UniStrong G970II 
Pro and Stonex S900A. The control points were 
referenced to Minna datum (UTM Zone 31N). 

Three first order control points - XST347, XST143, 
and XST117 (Table 1) established by the Office of the 
Surveyor General, Lagos State were used as the starting 
points for coordination of the reference stations and 
monitoring stations. The UTM coordinates of the 
reference stations (TMB01, TMB02, and TMB03) were 
determined by taking simultaneous observations 
relative to the 1st order controls in static mode with an 
occupation time of 2 hours for each station. 
Subsequently, simultaneous observations were carried 
out on the monitoring stations. Three differential GPS 
were set on the reference stations and seven on the 
monitoring stations. Observations were taken for a 
period of one hour in static mode at each monitoring 
station to form the deformation monitoring baseline 
data.   

 
Table 1. Coordinates of the Stations  

Station Eastıng (m) Northing (m) Height 
XST 117 538760.513 725413.102 29.079 
XST 143 542923.610 729471.575 13.072 
XST 347 543241.676 719895.816 4.701 

 

2.4 Data processing and network adjustment 
 

The Trimble Business Centre software environment 
was used to post-process the GNSS data. The coordinate 
system of the post-processing operation was set to UTM 
31N based on the WGS84 ellipsoid. For the baseline 
processing of the observation set, the existing 
coordinates of the base station were keyed in, and the 
post-processed coordinates were generated as the 
software was configured to repeatedly compute the 
baselines in the network. 

After the adjustment, the results were subjected to 
statistical testing using the Trimble Business Centre. This 
was accomplished by comparing the observation’s a 
priori standard deviation against its residual using a 
goodness-of-fit (χ2). Other tests include: blunder 
detection, variance of the unit weight, quality assurance 
test, repeated vector analysis test, tau test and 
observation residuals test. The goodness-of-fit test 
results for control network and monitoring points on the 
right and left of the bridge, respectively appear to follow 
the normal distribution and the sizes of their residuals 
indicated that the data appear to be consistent. The 
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blunder was used to detect problems associated with the 
adjustment. The tools assist in determining if blunders 
exist in any of the observations used in the adjustment, 
or if any problems exist in the network construction that 
would hamper the ability for an adjustment to be 
performed. The results in both the establishment of the 
control points and monitoring station on the bridge 
indicated that the observations were free of blunders. 

For proper adjustment of an entire dataset of 
observations, the connectivity between all sections of the 
dataset was made and the results determined that there 
were no subsets of the data set that are not connected by 
observations. The Variance of Unit Weight and the 
Standard Error of Unit Weight monitored the 
relationship between the uncertainties assigned with the 
observations and the magnitude of the change required 
to each observation (residuals) in the adjustment. 
Changes to the observations were small and were 
significantly greater than the uncertainties associated 
with the observations. The Variance of Unit Weight and 
Standard Error of Unit Weight gauged the magnitude of 
the observation changes (residuals) compared to the 
observation uncertainties for the entire network. 
Analyzing the magnitude of the computed Variance of 
Unit Weight and Standard Error of Unit Weight revealed 
that the changes to the observations (residuals)were 
within expected levels. 

In the least-squares adjustment, small corrections 
were applied to the observations to obtain the best fit of 
all observations producing one solution for all points. 
These results indicated that the results were free of 
blunders because in both cases the residuals were small 
and even negligible in some cases. In addition, the 
resulting differences between repeat observations were 
compared to the user-defined accuracy specification. The 
results for all campaigns portrayed that difference 
between the repeated observations of a vector were 
smaller than the allowable error computed from the 
accuracy specification. The achievable accuracy in GPS 
measurements for deformation monitoring is between 
0.1 – 2 ppm (part per million). 

 
3. Results  
 

The results of the processed observations are shown 
in Table 1 and Table 2. Table 1 shows the 3D coordinates 
of the reference ponts. Table 2 shows the 3D coordinates 
of the monitoring stations.  

Figure 1 shows the final network diagram obtained 
from Trimble Business Centre showing the connectivity 
from each of the reference stations to the monitoring 
stations.  

 
Table 2. Coordinates of the reference stations  

Station Easting 
(mE) 

Northing 
(mN) 

Height (m) 

TMB1 544802.127 720089.740 1.526 

TMB2 545414.493 713648.646 2.399 

TMB3 541469.552 715908.690 1.910 

 

 
 
 

Table 3. Coordinates of monitoring stations  
Station Easting 

(mE) 
Northing 

(mN) 
Height (m) 

GNSS1 544217.625 723064.482 4.372 

GNSS2 544692.683 721336.426 7.019 

GNSS3 544899.132 720194.732 6.417 

GNSS4 544235.308 717681.752 1.012 

GNSS5 544064.787 717413.401 1.879 

GNSS6 543431.590 716241.792 3.285 

GNSS7 543408.300 714638.715 2.421 

 
4. Discussion 
 

This monitoring baseline is such that the subsequent 
epochs observations will be compared with them to 
ascertain any displacement. Following the determination 
of the coordinates, the equation that can be adopted for 
calculating deformation  is given by Handayani and 
Taufik (2015): 
dp = r,p − rp = dp(Xp, Yp, Zp; t) …………………… (1) 

Where; 
rp = position of particle p at time t = 0 (before 
deformation); 
in this study expressed as the mean position,  
r,p = position after deformation at t > 0 
 

5. Conclusion  
 

In this study, we established a geodetic network for 
deformation monitoring of the Third Mainland Bridge.  
The reference and monitoring stations can be used to 
assess the bridge’s deformation for the first epoch which 
is expected to take place in 2021. An active monitoring 
scheme should be set up for the Third mainland bridge to 
ensure its structural integrity and serve as an early 
warning system so that catastrophic loss of life and 
infrastructure due to bridge collapse, which could have 
been avoided if a monitoring system was put in place 
would not occur.  
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 Efficient management of solid waste is one problem that environmentalists, health workers, 
and city planners face in Nigeria. This problem caused by the generation of over 80 million 
kilograms of solid waste per day requires adequate and modern facilities to guarantee a 
healthy environment. So far, there is no efficient system to manage the existing refuse dump 
in Igabi LGA. Residents in the area are attacked by disease and unhealthy conditions. Large 
quantities of waste materials are being disposed of and burnt without collection thereby 
creating pollution and environmental uncertainties. That is why this study seeks to evaluate 
the suitability of the study location for the sitting of a landfill in the area. From the analysis 
carried out in this project, it shows that a total area of 95.3015km² is unsuitable, 39.4806km² 
is least suitable, 9.7741km² is moderately suitable and 1.6364km² is highly suitable. All the 
dumpsites identified within the study area fall under unsuitable areas. Therefore, it is 
recommended that they should be moved to highly suitable places. 
 

 

1. Introduction  
 

The rapid growth of population increases the non-
renewable resources and disposal of effluent and toxic 
waste indiscriminately, are the major environmental 
issues posing threats to the existence of humans (Allen, 
1997). The most common problems associated with 
improper management of solid waste include diseases 
transmission, fire hazards, odor nuisance, atmospheric 
and water pollution, aesthetic nuisance, and economic 
losses (Jilani, 2012). 

There has been a significant increase in solid waste 
generation in Kaduna over the years from 100gm per 
person per day in small towns to 500grams per person 
per day in large towns. Presently most of the municipal 
solid waste in Kaduna is being disposed of 
unscientifically (KEPA, 2019). 

Generally, municipal solid waste is collected and 
deposited in a sanitary landfill, such unscientific disposal 
attracts birds, rodents, and fleas to the waste dumping 
site and creates unhygienic conditions. The degradation 
of the solid waste results in the emission of carbon 
dioxide (CO2), methane (CH4), and other trace gases. The 
unscientific landfill may reduce the quality of the 
drinking water and causes disease like jaundice, nausea, 
asthma (Busu, 2010) 

The present study intends to find out a suitable site 
for the disposal of solid waste generated from Igabi LGA 
municipality and surrounding areas with the help of GIS 
techniques.  

 
2. Method 

 

The methods used in this work are shown in Figure 1. 
 Each of these criteria is generated as a layer in the GIS 

Environment (ArcGIS 10.4.1) using a number of data 
acquired from different sources. The information 
compiled from the literature (EPA, 2006) about the safe 
distance to a dump site was used to determine the buffer 
zones and varying degrees of suitability within each 
layer. 
 

3. Results  
 
3.1 Mapping of existing solid waste dumpsites  

 
To achieve the first objective of this project, 

coordinates of the existing dumpsites were collected 
using hand-held Garmin GPS. The obtained coordinates 
were used to create a geodatabase for solid waste 
dumpsites in the study area. The Study area base map 
was digitized from the SAS planet satellite imagery. A 
total of 41 dumpsites were identified within the study 
area. The coordinates of the existing dumpsites obtained 
from fieldwork were keyed into the Microsoft excel 2013 
software and imported into the ArcGIS software as an 
excel file then converted to shapefile to show the location 
of the dumpsites, and to present a Geo-database map for 
the dumpsites within the study area. Figure 2 below 

http://igd.mersin.edu.tr/2020/
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shows the geo-database map of the existing dumpsites 
within the study area. 

 
Figure 1: workflow diagram illustrating the steps 
adopted for the project.  Source: (Author, 2019) 
 

 
Figure 2. Showing the spatial location of the existing 
dumpsites 

 

All the dumpsites identified within the study area, are 
located at unsuitable places. Table 1 & 2 below shows the 
minimum distance required for the dumping of solid 
waste according to the Environmental Protection 
Agency, 2006. 

 

Table 1. Showing constraints criteria Source: (EPA, 
2006) 

S/N  Criteria Unsuitable area 
 1 Distance to water body Less than 160m 
 2 Slope Area with slope 

greater than 15° 
 3 Distance to settlement Less than 300m 
 4 Distance to roads Less than 100m 

 

Table 2. Showing factors criteria Source: (EPA Landfill 
manual 2006) 

S/N Criteria Least 
suitable 

Moderately 
suitable 

Highly 
suitable 

1 
2 

Distance to 
water body 

160m – 
480m 

480m– 960m >960m 

3 Slope 10°- 15° 5°- 10° 0°- 5° 
4 Distance to 

roads 
100m-
1000m 

1000m– 
2000m 

>2000m 

5 Distance to 
settlement 

300m – 
500m 

500m– 800m >8000m 

6 Soil - Alisols Nitisols 
 

3.1.1 Euclidean distance result 

The Euclidean distance output raster contains the 
measured distance from every cell to the nearest source. 
The distances are measured as the crow flies (Euclidean 
distance) in the projection units of the raster, in meters 
and are computed from cell to cell. Below in figure 3. 
shows the results of the Euclidean distance result for the 
settlement, road network, and waterbody respectively 
with respect to the proposed dumpsite. 

 

 
Figure 3. Euclidean distance analysis for settlement map  
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3.1.2 Reclassification of result 
 

To create a single ranked map of potential areas to 
site solid waste dumpsite the value of classes between 
layers are compared by assigning numeric values to 
classes within each map layer. It is called reclassification. 
Having all measures on the same numeric scale gives 
them equal importance in determining the most suitable 
locations, hence all data map layers will be reclassified 
into new numeric values scoring as 10 to 1 (MC, 2011). 
The scores of 10 to 1 are used to identify the differences 
among areas of suitability. The slope dataset is 
reclassified at a score of 1 to 10 in order of priority (i.e. 
the lesser the slope the more suitable the area). Figures 
4 and 5 show the reclassified datasets  

  

 
Figure 4. A map showing reclassified slope 
 

3.1.3 Analytic Hierarchy Process (AHP) 
 

The Analytic Hierarchy Process (AHP) is a structured 
technique for organizing and analyzing complex 
decisions, based on mathematics and psychology. It 
represents the most accurate approach for quantifying 
the weights of criteria (Saaty, 2000). The magnitude of 
each factor was estimated through pair-wise 
comparisons. After all pair-wise comparisons are 
formed, the vector weights are calculated based on 
Saaty’s eigenvector method. Then, this eigenvector is 
normalized and then the weights and consistency ratio 
are computed. 
 

 
Figure 5. A map showing reclassified road networks 
 

Table 3. pair-wise comparison of the criteria 
S/N Settlement Water Road Slope 
Settlement 1.00 2.00 6.00 9.00 
Water 0.50 1.00 3.00 7.00 
Road 0.17 0.33 1.00 3.00 
Slope 0.11 0.14 0.33 1.00 

 
Table 4. Shows the normalized matrix 

S/N Settle
ment 

Water Road Slope Eigenvector 
weights 

Settlement 0.56 0.58 0.58 0.45 0.54 
Water 0.28 0.29 0.29 0.35 0.30 
Road 0.10 0.10 0.10 0.15 0.11 
Slope 0.06 0.04 0.03 0.05 0.05 
Total 1 1 1 1 1 
Consistency 
ratio 

 1.6%     

 

3.1.4 Weighted overlay result 
 

The final suitability map for locating solid waste is 
effected with the weighted overlay tool for each map 
layer using the weights computed from the AHP method. 
Then finally, all data map layer is ready to be overlaid by 
using the weighted overlay method to create a single 
rank map of suitability analyses, five rasters are ranked 
for developing suitability on a map of 1 to 10. And the 
weighted overlay results are further reclassified to a 
scale of 1 to 4 the result from figure 6 shows the area that 
is not suitable depicted as white, areas that are least 
suitable depicted as red, areas that are moderately 
suitable depicted as brown, and areas that are highly 
suitable depicted as green. 
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Figure 6. Suitability Map of Solid Waste Dumpsites 

 

From the above analysis, it shows that an estimated 
total area of 95.3015km² is unsuitable, 39.4806km² is 
least suitable, 9.7741km² is moderately suitable and 
1.6364km² is highly suitable.  
 

4. Discussion 
 

The project has shown the capability of GIS in 
capturing, storing, processing, and analyzing spatial data 
as well as creating a spatial database for solid waste 
dumpsites in Igabi LGA. Datasets for the work include 
road network, elevation, and Land use of study area, 

existing solid waste dumpsites, and water body within 
the study area. The coordinates of the existing dumpsites 
were captured with the handheld GPS and entered into 
an excel spreadsheet and exported to ArcGIS 10.4.1. 
Spatial analyses were carried out which include slope, 
Euclidean distance, reclassification, and weighted 
overlay analyses in other to actualize the aim and 
objectives of the study. The criteria as related to the 
siting of a solid waste dumpsite according to the 
environmental protection agency. 

 

5. Conclusion  
 

The aim and objectives of this project have been 
achieved through the acquisition of the necessary dataset 
and the implementation of spatial analysis. The strength 
of this work lies in its simplicity, flexibility, and user-
friendliness. The increase in commercial, residential, and 
infrastructural development due to the rapid increase in 
population growth in Igabi LGA, is directly affecting the 
amount of waste generation in that area. This study will 
serve as a catalyst in that area for the proper 
management of dumpsites in that area. 
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 The stride length estimation is a crucial step used in indoor and outdoor pedestrian 
navigation. The accuracy of the navigation process depends on how accurately the average 
stride length is calculated. The stride length estimation methods use some parameters such as 
step frequency, acceleration, and pedestrian height. These parameters are applied to different 
datasets containing various movements of pedestrians, such as running and walking. 
However, the limited datasets used in academic studies preclude scientific comparability in 
the literature. This study compares ten stride length estimation methods using the open-
source datasets created by Wang and analyzes their accuracy. The case results show that 
Weinberg's approach was quite successful for navigation dynamics. 

 
 
 
 

1. Introduction  
 

In recent years, pedestrian navigation has gained 
popularity with the increase in the population living in 
complex and big cities and constructing substantial 
complex structures with developing engineering 
technologies (Zhang et al. 2018; Walchko 2002). It is 
sufficient for the accuracies to be in the order of 
kilometers for widely used vehicle navigation; the 
accuracy decreases to the level of meters for pedestrian 
navigation (Karimi, 2015). The fact that the designed 
pedestrian navigation applications have accuracy at the 
meter level is crucial for the pedestrians who do not have 
high mapping skills to follow the direction (May, 2003). 
In terms of simplicity and ease of use, virtual reality and 
augmented reality technologies are used in pedestrian 
navigation applications so that pedestrians can find their 
way easier with the help of visual and auditory tools 
(Dias et al., 2015). Global Navigation Satellite Systems 
(GNSS) are sufficient today, outdoors, in open areas to 
ensure enough accuracy. GNSS alone is insufficient in 
indoor or outdoor areas but areas surrounded by trees or 
high-rise buildings. For example, inertial measurement 
unit (IMU) sensors working with GNSS affect the 
accuracy positively (Kim et al., 2004; Kang et al., 2018). 
In addition, algorithms such as Kalman filter, extended 
Kalman filter, artificial intelligence are used in indoor 

pedestrian navigation to increase accuracy (Ladetto et 
al., 2001). 

Pedestrian stride length estimation (SLE) accuracy, 
which is one of the primary stages of pedestrian 
navigation, has critical importance not only in the field of 
navigation but also in many fields such as medicine, the 
military, the study of human behavior, and sports 
(Ladetto et al., 2002; Rampp et al., 2014; Rasouli et al., 
2017; Díez et al., 2018; Zeng et al., 2018). Studies in each 
area need to meet different expectations. In this context, 
there are various studies in which step lengths are for 
pedestrians such as running, fastly, or slowly walking 
(Shin et al., 2007; Martinelli et al., 2017). They use many 
technologies such as cameras, GNSS, IMU, and 
microelectromechanical system (MEMS) sensors in 
smartphones for stride length (SL) calculation (Kang et 
al., 2018; Wang et al., 2019). 

On the other hand, since the datasets used in the 
studies were not open source and were not produced to 
a certain standard in terms of pedestrian behavior, 
technologies, and accuracy, SL calculation methods could 
not be adequately compared and analyzed (Ho et al., 
2016; Xing et al., 2017). Wang et al. (2019) used an open-
source dataset containing different pedestrian behaviors 
(Wang et al., 2019). This study compared the results 
obtained using ten other SL calculation methods. 
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2. Method 
 

2.1. Dataset and data preprocessing 
 

The data collected with the Huawei Mate 9 
smartphone with an octa-core 2.4 GHz processor 
includes sensor data in a 3D accelerometer, gyroscope, 
and magnetometer. The data collection frequency of the 
sensors is 100 Hz. The data includes step number, step 
length, total distance traveled, and time. The pedestrians 
are a total of five people, two women and three men. 
Their weight is between 45-80 kg, their age is between 
23-32, and their height is 152-196 cm. Pedestrians 
carried the smartphone in their right hand at chest level 
with the screen parallel to the ground. Office, shopping 
mall, metro station, underground parking lot, street and 
pedestrian path are used as spaces. Running, walking, 
jumping, and taking the elevator were selected as 
pedestrian behaviors. An average of 122 pieces of data 
was recorded at each step. Less than 200 data was 
recorded in 99% of the steps. 

Before applying the SLE methods, necessary unit 
transformations in the datasets were made. The effect of 
gravitational acceleration on the acceleration data is 
eliminated with the help of the rotation matrix calculated 
by using the accelerometer and magnetometer data 
recorded during the stance phase. The first two steps 
were omitted from all datasets to avoid degradation of 
data quality. One of the 30 datasets in total was excluded 
from the scope of the study due to missing data. As one 
dataset was used as a reference, analyzes of ten methods 
were performed on the remaining 28 datasets. 

 

2.2. Stride length estimation methods and 
experiment 

 

Ten SLE methods were evaluated in this study 
(Table 1). Data such as vertical acceleration, average 
acceleration, constants, and step frequency were used as 
parameters in the methods. The methods were 
implemented using Matlab 2020b software, where 
matrix calculations such as transformation matrix can be 
written quickly.  

In the software, the time values given in the epoch 
are expressed in seconds to be compatible with the 
acceleration data. One of the datasets was selected, and 
the first data, including the pedestrian stance phase, was 
accepted as a reference. The smartphone's rotation in the 
pedestrian's hand was calculated from the acceleration 
data with the reference. A transformation matrix was 
generated from the obtained rotation. Each dataset was 
evaluated using this transformation matrix. The 
unknown parameters in each method were calculated 
with the selected reference data. The unknowns were 
placed in the formula, and the step lengths were 
calculated for the remaining datasets. 

The accuracy of the SL's was calculated by assuming 
the SL measured by the IMU in each dataset as actual 
values. Equation 1-3 represents the relative error rate of 
SL and total walking distance and Root Mean Square 
Error (RMSE) of SL, respectively. 

𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝐸𝑟𝑟𝑜𝑟𝑆𝐿𝐸

=
1

𝑁
× ∑(

|𝑆𝐿𝑒
𝑖 − 𝑆𝐿𝑡

𝑖 |

𝑆𝐿𝑡
𝑖 × 100)

𝑁
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(1) 
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=
| ∑ 𝑆𝐿𝑒

𝑖 − ∑ 𝑆𝐿𝑖
𝑡𝑁

𝑖=1
𝑁
𝑖=1 |

∑ 𝑆𝐿𝑡
𝑖𝑁

𝑖=1

× 100 

 
(2) 

𝑅𝑀𝑆𝐸𝑆𝐿𝐸 = √
∑ (𝑆𝐿𝑒

𝑖 − 𝑆𝐿𝑡
𝑖 )2𝑁

𝑖=1

𝑁
 

 
(3) 

To calculate the relative error of the i-th SL, the 
difference of the calculated stride length (𝑆𝐿𝑒

𝑖 ) from the 
actual stride length (𝑆𝐿𝑡

𝑖 ) is calculated, and it is divided 
by the actual SL, and it must be multiplied by 100, and the 
result must be divided by the total stride length (𝑁) in 
the dataset. Similarly, the relative error of the total 
walking distance is obtained by subtracting the sum of 
the actual SL's from the sum of the calculated SL's, 
dividing the result by the total actual SL, and multiplying 
by 100. RMSE is obtained by dividing the difference of the 
calculated step lengths from the actual step lengths by 
the number of steps and taking the square root of the 
result. 
 

3. Results  
 

Estimated step lengths according to the selected ten 
different step length methods; (1) When compared with 
the median value of the actual SL, it was seen that the 
Weinberg (2002) method had the closest values to the 
actual value in 11 of 28 datasets. It was the most accurate 
and sensitive method with 0.001 m from the actual value 
in one of the datasets. Tian et al. (2015) and Bylemans et 
al. (2009) results have been followed by Weinberg 
(2002); the methods that most deviate from the actual 
median are Ladetto (2000), Zeng (2018), Mikov (2013), 
and Alvarez (2008).  

(2) When the RMSE was analyzed, the standard 
deviations of Zeng and Ladetto were found to be the 
smallest, with 0.019 m. Guo, Weinberg, and Bylemans are 
the best methods after Zeng and Ladetto, respectively. 
Weinberg's standard deviation was found to be the best 
in 18 out of 28 data sets. On the other hand, in datasets 
with more steps, Kim and Ladetto have better standard 
deviations. (3) It was observed that the relative SL error 
was the least in Weinberg's method in 16 data sets. It has 
been determined that Weinberg's method has the best 
mean relative error among other methods and the 
slightest error scatter. When the data sets are examined 
one by one, and the total is analyzed, Mikov's method 
gave the most error.  Considering the absolute and 
relative error for the total travel distance, it was 
determined that Mikov's scattering was high, but on the 
contrary, it had the slightest error in some datasets. The 
Weinberg method gave better results than the relatively 
new methods when the absolute and relative total 
traveled distance errors were examined. Zeng and 
Alvarez do not give the most successful results in any of 
the datasets. Successful results were obtained from Kim, 
Mikov, and Bylemans in datasets which are containing 
more steps. 
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Table 1. Information of selected SLE methods 
Models Source SLE Methods Parameters 

Weinberg, 2002 𝐾 × √𝑎𝑣𝑚𝑎𝑥−𝑎𝑣𝑚𝑖𝑛
4  tunable constant (K),  

maximum and minimum vertical acceleration (avmax, avmin) 
 

Ladetto, 2000 𝛼 ∙ 𝑓 + 𝛽 ∙ 𝑣 + 𝛾 coefficients (α, β, γ), 
walking frequency (f), 
the variance of acceleration (v) 
 

 
 
Kim et al., 2004 𝐾 × √∑

|𝑎𝑖|

𝑁

𝑁

𝑖=1

3

 

coefficient (K), 
mean acceleration (ai), 
number of the sample (N) 
 
 

 
Scarlett, 2007 𝐾 ×

∑
|𝑎𝑖|
𝑁

𝑁
𝑖=1  − 𝑎𝑚𝑖𝑛

𝑎𝑚𝑎𝑥 − 𝑎𝑚𝑖𝑛
 

coefficient (K), 
mean acceleration (ai), 
maximum and minimum vertical acceleration (amax, amin) 
 

Alvarez et al., 2008 𝐾1 ∙ 𝐹 + 𝐾2 tunable constants (K1, K2), 
step frequency (F) 
 

 
 
Bylemans et al., 
2009  

0.1 √𝑎𝑎𝑣𝑔,𝑎𝑏𝑠√𝐾√
𝐹

𝑎𝑣

2.7

 

tunable constant (K), 
step frequency (F), 
average absolute vertical acceleration (aavg,abs), 
difference between the maximum and minimum vertical acceleration (av) 
 

 
Mikov et al., 2013 

𝐾

𝐹
√𝑎𝑣
4  

tunable constant (K), 
step frequency (F), 
difference between the maximum and minimum vertical acceleration (av) 
 

Guo et al., 2016 𝐾1 √𝑎𝑎𝑣𝑔
3 + 𝐾2 tunable constants (K1, K2), 

average absolute acceleration (aavg) 
 

Tian et al., 2015 𝐾 × ℎ × √𝐹 coefficient (K), 
step frequency (F), 
pedestrian height (h) 
 

Zeng et al., 2018 √𝐾2
2 − 4 × 𝐾1 × (𝐾3 − 𝐹) − 𝐾2

2 × 𝐾1
 

coefficients (K1, K2, K3), 
step frequency (F) 
 

4. Discussion 
 

In the study, 28 different databases consisting of 
MEMS sensor data, formed from five users moving in six 
different environments at different speeds and patterns, 
were considered whole, and results were obtained. A 
transformation matrix was generated by looking at the 
first magnetometer and accelerometer records of a 
dataset. Likewise, while calculating the parameters in the 
methods, data from a single dataset were used. Median, 
standard deviation, absolute, and relative error were 
calculated from the obtained step lengths. It was 
observed that eight methods gave approximately the 
same results. The SL was calculated with an average 
error of 13.06%. However, Weinberg's method was the 
best method with an error of 7.44% and 5.61% in SL and 
total walking distance, respectively, while Mikov's 
method was the worst method with 54.34% and 44.63%. 
It is thought that more accurate results can be obtained if 
the acceleration rotation is calculated according to the 
median of the records for each dataset, rather than the 
transformation matrix. However, for a real-time 
pedestrian navigation system, this calculation is trivial 
because not all steps can be obtained. However, it is 
thought that the results can be improved if a separate 
parameter estimation is made for each method in each 

dataset. If the data are grouped according to the number 
of steps they contain, users, or walking environments 
and the parameters are calculated according to these 
groups; it is predicted that more accurate results can be 
obtained. For example, since the user's height 
information is not available, in the Tian method, the 
height is considered a constant and calculated by 
optimization. Changing the optimization method or 
choosing a different starting value has affected the 
accuracy of this method. It was concluded that 
Weinberg's method should be the first choice for many 
navigation applications, considering its accuracy and 
sensitivity, in the absence of sufficient attribute 
information about the database. 

 

5. Conclusion  
 

One of the essential stages of pedestrian navigation 
is SLE. Ten selected SLE methods were studied. Methods 
were applied to the open-source datasets shared by 
Wang et al. 

Future research will be essential to produce a 
variety of open-source datasets that record data from 
more users, include more diverse human behaviors, and 
contain fewer and more steps. By training these datasets, 
more efficient results can be obtained with artificial 



3rd Intercontinental Geoinformation Days (IGD) – 17-18 November 2021 – Mersin, Turkey 

 

  77  

 

intelligence. In this way, more vital information can be 
provided in online applications by correcting the 
previous steps. Designing the analyzes made in the study 
as a desktop application and enriching it with artificial 
intelligence, automatically calculating step lengths 
according to the inputs of the dataset, and performing 
accuracy analysis for more various SLE methods will be 
the subject of future research. 
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 This study investigates the spatio-temporal variations in land cover within the Anambra River 
Basin of south-eastern Nigeria at three epochs: 1987, 2000, and 2018. The land cover scenario 
for 2030 was also predicted. Land cover was extracted using neural network classification, 
while the prediction was implemented with the Cellular Automata (CA) Markov chain 
modeling tool in Idrisi TerrSet 18.31 software. Results show that between 1987 and 2018, 
there was a loss of 1431.73km2 in the wetlands. In the same period, there was a gain of 
214.59km2, 1,176km2, 34.72km2 and 4.19km2 in the areal extent of built-up areas, vegetation, 
bare lands, and water bodies respectively. This outcome could be attributed to the rise in the 
human population within the basin, increasing demand for agricultural land, infrastructural 
development, and housing. The land cover projection between 2018 and 2030 shows a loss of 
0.79km2, 12.62km2, and 4.96km2 in the water bodies, wetlands, and bare lands respectively. 
In comparison, there was a gain of 23.6km2 in vegetation. It is recommended that sustainable 
conservation practices and good land cover management policies be established to safeguard 
the river basin. 

 
 
 
 

1. Introduction 
 
Land cover change detection is essential for a better 

understanding of landscape dynamics (Rawat and 
Kumar, 2015). The neural network classification 
technique is widely used in land cover change modelling. 
It uses standard backpropagation for supervised 
learning, has an easy adaptation to different types of data 
and input structures, and has good generalization 
capabilities over statistical and analytic approaches 
(Huang et al., 2002; Thakur, 2017; Nair, 2016; Boateng et 
al., 2020). 

Simulation of land cover change can provide insights 
into the pattern and trajectory of future development. 
Land cover change simulation models can provide 
probabilistic prediction of where the change may occur 
(Halmy et al., 2015). The Cellular Automata and Markov 
Chain (CA-Markov) model is useful in land use policy 
design, and it may also be used as an early warning 
system (Parsa et al., 2016). Authors that have applied the 
CA-Markov model include Subedi et al. (2013), Rendana 

et al. (2015), Nguyen et al. (2017), Singh et al. (2017) and 
Koko et al. (2020).  

The aim of this research is to monitor land cover 
changes in the Anambra River Basin between 1987 and 
2018, and to predict the future scenario for 2030. The 
land cover was extracted using the neural network 
classifier, and the prediction for 2030 was done using the 
CA-Markov chain technique.  

 

2. Methods 
 

2.1. Study area  
 

The Anambra River Basin is one of the energy-rich 
inland sedimentary basins in Nigeria and is situated west 
of the Benue Trough between longitudes 6° 47’ 15.47” E 
to 6° 52’ 43.95” E, and latitudes 6° 17’ 30.49” N to 6° 21’ 
33.12” N. The basin covers a total area of approximately 
11,179km2.  The basin has a maximum elevation of 600m 
and a minimum elevation of 3m. It is characterized by 
two seasons, the dry season (October/November – 
March) and the rainy season (April – 
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September/October), which approximately corresponds 
to the dry and flood phases of the hydrological regimes of 
the region. The area has accumulative annual rainfall 
between 1900 - 2707mm. The study area map is shown 
in Figure 1. 

 
2.2 Datasets 

 

Landsat 4-5 Thematic Mapper (TM) and Landsat 8 
Operational Land Imager (OLI) imageries covering the 
study area were downloaded from the United States 
Geological Survey (USGS) data archive. 

 
Figure 1. Map of Anambra River basin 
 

2.3 Image Processing and Analysis 
 

The neural network  classifier in ENVI 5.3 was 
adopted for the land cover extraction. Post-classification 
refinement was performed within ArcGIS software. In the 
CA-Markov model, the prediction of future land cover 
changes can be calculated based on the conditional 
probability formula (Yousheng et al., 2011; Ma et al., 
2012): 

𝑆(𝑡 +  1) =  𝑃𝑖𝑗 × 𝑆 (𝑡) … … … … … … . . (1)  

𝑃𝑖𝑗 = (
𝑃11 𝑃12 𝑃1𝑛

𝑃21 𝑃22 𝑃2𝑛

𝑃𝑛1 𝑃𝑛2 𝑃𝑛𝑛

) … … … … … … . . (2)  

(0 ≤  𝑃𝑖𝑗 < 𝑎𝑛𝑑 ∑ 𝑃𝑖𝑗

𝑁

𝑗=1

= 1, (𝑖, 𝑗 = 1, 2, … … . 𝑛)) 

Where S(t) is the state of the system at time t, S (t 
+1) is the state of the system at time (t +1), and Pij is the 
matrix of transition probability in a state. To predict the 
land cover of 2030, we first predicted the land cover of 

2018 so that the performance of the prediction could be 
compared with the actual data obtained from the image 
classification. A transition probability matrix for 1987–
2000, suitability maps, and a 5 × 5 contiguity filter were 
used for this purpose. Using the kappa coefficient 
statistic, a comparison was carried out between the 
actual and simulated maps of 2018. Based on the 
successful simulation, the 2018 map was then set as a 
base map and the transition probability matrix for 2000–
2018 was used to simulate land cover for 2030. 

To perform the land cover change detection, a post-
classification detection method was employed. The area 
was calculated using the “calculate geometry” function in 
ArcGIS to populate the field with area values. The 
statistics shows sum of the area obtained. The area 
values for all the classes were transferred to a Microsoft 
Excel worksheet for further analysis. 
 

3. Results 
 
The imageries of the study area obtained for each 

year were classified and the features were grouped into 
5 categories (Waterbody - WB, Built-up area - BA, 
Wetland - WL, Vegetation – VG, and Bare land - BL) as 
shown in Figure 2. Table 1 shows that between 1987 and 
2018, bare lands, vegetation, built-up areas and water 
bodies increased by 34.72km2, 1,776km2, 214.59km2 and 
4.19km2 respectively. However, there was a 1431.73km2 
loss in wetlands. 

Table 2 shows that between 1987 and 2018, 
vegetation had the highest probability of 92.37% to 
remain as vegetation in 2018. Whereas water bodies, 
built-up areas, wetlands, and bare lands had 73.01%, 
50.98%, 42.83%, and 17.20% probabilities respectively 
to remain unchanged. 

Table 1. Changes in land cover area (km2) for 1987-
2000, 2000-2018 and 1987-2018 

 1987-2000 2000-2018 1987-2018  
WB 4.88 -0.68 4.19  
BA 33.14 181.45 214.59  
WL -1377.57 -54.16 -1431.73  
VG 1270.49 -94.49 1176  
BL 66.73 -32.01 34.72  

 
 

Table 2. Transition probability matrix for land cover 
from 1987–2018 

Changing from: Probability of changing by 2018 to: 
1987 WB BA WL VG BL 
WB 0.730 0.002 0.102 0.128 0.038 
BA 0.000 0.510 0.000 0.468 0.022 
WL 0.002 0.003 0.428 0.567 0.000 
VG 0.009 0.025 0.037 0.924 0.014 
BL 0.022 0.063 0.000 0.743 0.172 

WB - Water body; BA- Built-up area; WL – wetland; VG – 
vegetation; BL – Bare land 

       To validate the land cover prediction given by the CA-
Markov model, the simulated land cover was compared 
with the actual land cover (Table 3).  
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Figure 2. Land cover maps – (a) 1987 (b) 2000 (c) 2018 
 

Table 2. Transition probability matrix for land cover 
from 1987–2018 

Changing from: Probability of changing by 2018 to: 
1987 WB BA WL VG BL 
WB 0.730 0.002 0.102 0.128 0.038 
BA 0.000 0.510 0.000 0.468 0.022 
WL 0.002 0.003 0.428 0.567 0.000 
VG 0.009 0.025 0.037 0.924 0.014 
BL 0.022 0.063 0.000 0.743 0.172 

WB - Water body; BA- Built-up area; WL – wetland; VG – 
vegetation; BL – Bare land 

       To validate the land cover prediction given by the CA-
Markov model, the simulated land cover was compared 
with the actual land cover (Table 3).  
 
Table 3.  Comparison of actual and simulated land cover 
area (km2) for 2018 

Class Actual 2018 Simulated 2018 
WB 45.38 45.82 
BA 382.87 199.98 
WL 1047.99 1095.17 
VG 9549.34 9655.30 
BL 153.02 181.88 

Total 11178.58 11178.14 
WB - Water body; BA- Built-up area; WL – wetland; VG – 
vegetation; BL – Bare land 

 
Table 3 indicates that water body, wetland 

vegetation and bare land have agreeable areas. There is a 
wide gap in built-up areas with 382.87km2 actual and 
199.98km2 simulated area. A possible explanation for 
this is that the model was unable to capture random 
developing areas. 

The results in Table 4 show that between 2018 and 
the projected 2030, there was a decrease in water body, 
wetland and bare land by 0.79km2, 12.62km2, 4.96km2 
respectively. Results also shows an increase in 
vegetation by 23.60km2. The decrease in built up areas 
could be explained by other factors that drive land cover 
change which are not within the scope of this study. 

 

Table 4. Comparison of 2018 and projected 2030 land cover 

area (km2) 
Class 2018  Projected 2030  2018 – 2030 

change 
WB 45.38 44.59 -0.79 
BA 382.87 377.93 -4.94 
WL 1047.99 1035.37 -12.62 
VG 9549.34 9572.94 +23.60 
BL 153.02 148.06 -4.96 
Total 11178.58 11178.90 +0.32 

 
4. Discussion 
 

The natural environment such as wetland resources 
have been threatened due to the drastic reduction of 
1431.73km2. The increase in human population attracted 
infrastructural development and expansion of housing 
estates in the area, which consequently can have  
negative influences. The states within the Anambra River 
basin are known for their intensive agricultural practices 
such as fishing, field crop farming in small and large scale 
and animal pastorage etc. This is evident in the increase 
in vegetation as Government and private sectors are 
investing heavily in agriculture. 

 
Figure 3. Map showing projected land cover for 2030 
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5. Conclusion 
 

This research has established the usefulness of 
spatial and temporal analysis approach in monitoring 
and predicting land cover change. CA-Markov has proven 
to be useful in the prediction of land cover change. A 
further study could employ biophysical, socio-economic 
and policy-related factors in the prediction. 
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 Collecting, evaluating, analyzing and presenting location and spatial data, which is the field 
of study of the survey engineering profession, is at work in the military field as well as in 
many other fields. It is known that wars and operations cannot be considered independent 
of location. In this context, it is possible to carry the location and location data beyond just 
being a battlefield and to use it as a data that will guide the course of the war. One of the uses 
of spatial data is intelligence. This study focuses on the spatial dimension of intelligence and 
the human and war elements in the field of operation; it includes modeling and predicting 
risks in the field as an application of the mathematical theory of intelligence. Within the 
scope of the study, it is aimed to provide a future-oriented forecast against the risks and 
threats that may arise in the operation field. An exemplary model was established for this 
purpose in the study. In order to predict the operation style of the enemy element, the risks 
are revealed by producing risk maps in the GIS environment. 
 

 

1. INTRODUCTION 
 

Intelligence has been used effectively with different 
meanings by many civilizations from past to present. As 
an agent, in 5000 B.C. (BC), Egyptian King Tutmosis the 
3rd determined his strategies in order to take the city of 
Jaffa; according to the intelligence reports of the agents 
he had previously sent to the country; he made his war 
plans. Thus, he captured the city of Jaffa with less cost 
(Acar, 2011; Odemis, 2014). 

Today, fully institutionalized intelligence agencies 
have reached the national level institutional structure. 

For domestic intelligence in the USA; Federal Bureau 
of Investigation (FBI), Central Intelligence Agency (CIA) 
for foreign intelligence, National Intelligence 
Organization (MIT) in our country, Federal Intelligence 
Service (BND) in Germany, Foreign Intelligence and 
Special Operations (MOSSAD) in Israel, Iran The 
Intelligence of the Islamic Republic of Iran (VAJA) is 
institutionalized with 7 different intelligence agencies in 
the British Kingdom (Wiki,2020). 

The task of these intelligence agencies, which have 
been established in many countries and have survived 
to the present day, is to provide data flow to decision 
makers about current or potential risks, threats and 
opportunities. (Kucukbas, 2015). 

The answer to the question of what is intelligence, in 
many languages; We see that it means different things. 
In English, 'intelligence', intelligence, mind, knowledge, 

'reseignement' in French, (information), 'razvedka' in 
Russian, 'nachricten' in German, in Turkish intelligence 
is derived from the word news in Arabic (Ozkan, 2003; 
Oztoprak, 2011). 

Intelligence, by definition, is a product information 
produced as a result of processing (extracting, 
interpreting) news (raw data). (Ilter, 2002, Oztoprak, 
2011).  

According to another definition, "all kinds of data, 
information and information obtained as a result of the 
use of all kinds of tools from all open, semi-open or 
confidential sources that can be accessed, according to 
their importance and accuracy after collecting them for 
the purpose of realizing national general or special 
policies and preventing damage to national policies. It is 
the information obtained as a result of the process of 
classification, comparison, analysis and evaluation” 
(Ozdag, 2009). 

Although the types of intelligence gathering are 
expressed in different ways, they are classified 
according to its purpose, level and method (Oztoprak, 
2011; Gundogar, 2007). 

In spatial/spatial intelligence with the recently 
developing spatial technologies; took its place in 
technical intelligence. With this intelligence method, it is 
important that satellite images and data from the field 
can be evaluated together. 

Spatial intelligence is called Geospatial Intelligence 
(GEOINT) in English. 

https://orcid.org/0000-0002-7916-8820
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Geospatial intelligence is a discipline that contains 
three basic elements as shown in Figure 1. These are 
imagery, imagery intelligence and geospatial 
information. 

The image includes any natural or man-made object; 
It is the recording of the existing range in the 
electromagnetic spectrum from satellite, aircraft or 
unmanned aerial platforms with remote sensing 
technologies. 

Imagery intelligence is an auxiliary material that 
allows interpretations and analyzes of geographic area 
with the help of images. 

Geospatial information, on the other hand, is 
information that describes the spatial information and 
characteristics of a natural geographical area. This 
information is remote sensing, geodetic data and 
mapping products (GEOINT Basic Doctirine, 2006). 
 

 

Figure 1. Geospatial Intelligence and the Three 
Elements (GEOINT, 2018) 
 

When we look at the features of geospatial 
intelligence, geographic data set collection is performed 
using many different advanced sensors, shown in Figure 
2. 

It brings together map data from many different 
sources. By providing three-dimensional (3D) and 4-
dimensional (4D) thinking ability, it provides an 
intelligence opportunity that is used to determine the 
time and course of action in a dynamic and interactive 
way. (GEOINT Basic Doctirine, 2006). 

 

Figure 2. Geographic Datasets (GEOINT, 2018) 

 

Geographical information systems (GIS) is one of the 
most effective tools that spatial intelligence uses in data 
analysis and interpretation, with its ability to combine 
many data sets, three-dimensional analysis and map 
production. GIS is an information system that provides 
results and outputs with the collection, storage, query 
and analysis possibilities of the data obtained through 
the observation of geographical information 
(Yomralioglu and Doner, 2000). 

In the GIS environment, it is possible to bring 
together spatial data of different types and formats, to 
query and analyze separately or in an integrated way. 
With these capabilities, GIS acts as a decision-support 
system (Sarı and Turk, 2020). The spatial analysis 
opportunity of GIS provides the opportunity to come up 
with stronger and sustainable solutions to problems by 
analyzing spatial data under certain values and 
conditions (Onyil and Yilmaz, 2020). 

Among the wide usage areas of GIS, there are many 
areas such as earthquake, urban planning, urban 
transformation, production of epidemiological maps. 
(Erdogan, 2010; Yalcin and Sabah, 2017; Ledoux et al. 
2021; Biljecki et al. 2021). In this context, GIS has 
become a must for hazard and risk analysis studies with 
its strong analysis capabilities. And it has been used in 
many risks and hazard analysis studies. (Udono and Sah, 
2002; Fell et al. 2008; Yalçın and Sabah, 2018; Hepdeniz 
and Soyaslan, 2018; Sarı and Turk, 2020). 

There are many GIS-based hazard and risk analysis 
studies in the literature. In the study carried out by 
Karakaş et al. (2004), crime maps were produced with 
GIS. Within the scope of the study, it was stated that 
dangers and risks would be prevented by producing 
maps of time and places that pose risks, which were 
analyzed depending on different variables. 

Yalçın and Sabah (2017)’s within the scope of the 
studies of industrial organizations in Edirne Province 
and its districts that analyze the earthquake risk, 
earthquake risk analysis was carried out with the 
Analytical Hierarchy Process (AHP) method in the open-
source GIS software (QGIS) environment. As data sets; 
Active fault lines, geological formation status, 
earthquake epicenter points between 1908-2016 and 
locations of industrial establishments were used. As a 
result of the analysis, dangerous districts and industrial 
establishments were determined. Thematic maps were 
produced. As a result, it was stated that the earthquake 
hazard value of 59 industrial establishments in Enez 
and Keşan districts is high. 

Aydar (2020)’ s It is a study that includes the three-
dimensional modeling of risky areas in hunting areas, in 
wildlife ecology, in a GIS environment. In the study, a 
survey was conducted by spatially correlating the 
wildlife data in Çanakkale Province, Kalkım Town pilot 
region. Obtained survey data were modeled via GIS with 
three-dimensional terrain model and satellite images; 
The maps were produced and the follow-up was given 
to the hunters and the personnel of the Provincial 
Directorate of National Parks to obtain information 
about the risky areas. 
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2. Method  
 

In this study, within the scope of literature and 
developing technologies, against the risks and threats 
that may come in the operation area, for military base 
areas; It is aimed to provide a foresight for the future. 

The study includes the operation area; Modeling in 
the GIS environment and predicting the risks that may 
come, so that; To contribute to the preparation of 
complex action plans and the development of measures 
against the risks that may exist. In this study, an 
exemplary model was established for this purpose. 

The data of the established model were analyzed 
statistically. Afterwards, correlations between model 
data were revealed. In order to be able to predict the 
data, the mode of operation of the enemy element and 
the risks, risks were revealed by producing risk maps in 
the GIS environment. Thus, whether there is a 
significant relationship between the behaviors of people 
and war elements and risk black points were tested on 
the sample model. 

At this stage, the model consists of the steps of 
establishing the military base area, analysis and 
correlation of the data of the model, and production of 
risk maps in the GIS environment. The flow diagram 
shown in Figure 3 has been designed for the process 
steps to be performed during the implementation phase.  

 

 

 

Figure 3. Flow Diagram 
 
According to the flow chart, firstly, a suitable 

location was selected for the model military base area, 
then a 3D base area model was designed and the base 
area was placed in its position on the map for data 
generation, then; Ceride records of safe approach 
boundaries and daily living space mobility were 
produced by the author. 

Then, a legend group was created according to the 
data records, and the data were processed around the 
model with the military coordinate system, according to 
the data records. At the last stage, the application phase 
of the study was completed with the statistical analysis 
of the data and finally the transfer of the data to the GIS 

environment and the production of risk maps as shown 
in Figure 4. 

 

 

 
 

Figure 4. Risk Maps 
 
 

3. Results 
 

With the operation steps carried out within the 
scope of the study, a risk analysis was carried out with 
GIS in terms of spatial intelligence of the model military 
base region. The following findings were obtained with 
the process steps. 

• It has been observed that the implementation 
phase, which starts with data acquisition, is practical in 
terms of modeling the reality. 

• It has been found that the statistical analysis of the 
data is important for the analytical evaluation process of 
intelligence and will form the basis for the spatial 
analyzes to be carried out in the process. 

• The predictive modeling capability of the GIS for 
the future has been shown to be at a good level by 
testing the model on the military base area. 

• It has been seen that the production of visual 
models of data through maps by using GIS can be used 
as an effective intelligence report source and will 
provide decision support for complex operation plans. 
 

4. Discussion 
 

The success of this study is possible if the 
personnel in the military base area have been given 
intelligence and counter-intelligence (IKK) training, 
complete map information training, and speed, accuracy 
and analysis are carried out on time and delivered to the 
relevant units and institutions. In addition, a good 
temporal resolution can be gained with the 2.5 m 
resolution Gokturk-2 Satellite Images as a base satellite 
image for the studies. 

In the coming years, time can be saved by 
transferring the data directly from the personnel in the 
position to the military operations center and from 

Flow 
Diagram

Model İçin Uygun Mekan Seçimi

Selection of Appropriate Venue for the Model

Integration of the Military Base Area into the Space

Determination of Base Area Safe Approach Boundaries

Creating Log Records

Creating a Legend and Choosing a Military Coordinate System

he Location Data on the Map Around the Model According to 
the Records

Statistical Analysis of Generated Location Data and Extraction 
of Correlations

Format Conversion of Location Data and Integration into GIS

Carrying out Kernel Density Analysis and Map Production in 
GIS Environment
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there to the joint operations centers with encrypted and 
user-friendly, easy, useful mobile software applications. 

Finally, the analysis of the data and the production 
of the maps can be accelerated by developing a desktop 
and mobile application that will query and analyze the 
incoming data with user interfaces. 

 

5. Conclusion 
 

Within the scope of the study, a model military base 
area was established, enemy element data was 
produced considering the operation area and statistical 
analyzes were carried out. Spatial data representation 
and estimation success of the operation area have been 
demonstrated. 

Finally, a situation map was produced to show the 
current state of spatial data via GIS. Then, 72 different 
Kernel Density analyzes were carried out according to 
the 7 legend values of the data, the determined weight 
values, the recorded amount values and the 
multiplication of the amount and weight values. 

Thus, the risky areas around the military base areas 
located in the dangerous area within the operation area 
were presented as a visual product with maps. 
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 This study assessed age and gender differences in the perceptions and health impacts of noise 
exposure within the University of Lagos main campus. An opinion pool of staff and students 
(male and female) was sampled with an online questionnaire survey that inquired about the 
likely contributory sources of noise, and health impacts. The findings revealed that the 
perceptions of the impact of noise exposure were generally similar irrespective of gender, but 
varied by age group. This study provides crucial insights to inform the knowledge-based 
formulation of policies and regulations for noise abatement and control.  

 
 

 
 
1. Introduction 

 

Noise pollution, which has significantly risen 
especially in urban environments, is a major source of 
concern in our environment today (Gholami et al., 2012). 
Various sources of noise pollution have been identified 
and their impacts studied in various contexts (Ruge et al., 
2013; Zuo et al., 2014), and can pose major threats to the 
wellbeing of individuals living in such environments.  

There are several contributory sources of noise 
pollution in our environment, including vehicles, audio 
systems from social events and religious houses, 
construction and other human activities (Bublić et al., 
2010; Sotiropoulou et al., 2020). Sequel to this rise in 
noise levels, various national and global agencies have 
suggested regulatory limits for acceptable noise levels 
(WHO, 2018). However, not many seem aware of the 
extent of the often negative impact of these noise sources 
of pollution to their wellbeing (Munzel et al., 2018). 

In a previous study, Alademomi et al. (2020) had 
mapped the noise level variations within the University 
of Lagos main campus, with the use of spatial and 
statistical analysis, and a conformity assessment based 
on internationally recognized noise limits. In the study, it 

was shown that the noise levels within the university 
campus exceeded the tolerable limits for academic, 
commercial, and residential areas set by World Health 
Organization (WHO) and the National Environmental 
Standards and Regulations Enforcement Agency 
(NESREA). 

In this study, we go further to assess the knowledge 
and perceptions of noise levels based on a well-
structured questionnaire survey with members of the 
university community. We also evaluate the impacts of 
the noise on the attitudes and health of the respondents, 
based on age and gender.  
 

2. Methods 
 

2.1. Study area 

 
The University of Lagos is a higher institution of 

learning and a popular choice for tertiary education by 
many residents of Lagos and Nigeria. Its urban location 
makes it a beehive of activities beyond academia, 
including commercial and social activities, thereby 
exposing it to regular noise pollution. The map of the 
study area is as shown in Fig. 1. 
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Figure 1. Map of the study area 
 
2.2. Questionnaire survey and analysis 

 
A questionnaire was created using Google forms. 

Google forms allow for either usage and/or 
customization of existing templates or creation of a new 
form using the Graphical User Interface (GUI) drag and 
drop elements. The latter was the chosen option for the 
design of the questionnaire; divided into two pages to 
limit the volume of information displayed per page and 
give users a feel of progress as they quickly finish a page 
before moving to the next. Most of the questions required 
respondents to select a single option on a 5-level 
intensity scale. Other questions had predefined options 
for selection (especially the checkboxes) and a single 
yes/no question was included as well. The questions 
asked in the questionnaire are summarized in Table 1 
below. 
 
3. Results 

 
There was a total of 324 respondents comprising of 

209 males (65%) and 115 females (35%). The age 
distribution is as follows: Less than 20 years (66.4%), 20 
– 25 years (66.4%), 26 – 30 years (16.4%), 31 – 40 years 
(8.6%), above 40 years (0.9%). The findings are shown in 
Tables 2- 4 and Fig. 2. 

From Table 2, it can be seen that majority of the male 
(113) and female (63) respondents perceive average 
noise level on campus as normal. Both genders also 
agreed that the noise level is far from being very low as 
only 2 respondents each chose this option. A similar 
trend is observed in their responses based on age. From 

Table 3, majority of the respondents (175) agreed that 
the noise level on campus is normal. About 67% of this 
(174) is from responses of the age group 20 – 25. Table 4 
shows that both males and females on campus believe 
that noise level sometimes influences their sleep pattern. 
Majority of the males agreed that they seldom feel dizzy 
due to noise levels, while most female respondents 
believe noise levels never make them dizzy. A similar 
response was seen in the responses to influence of noise 
on headache. In Table 5, majority of the male and female 
respondents agreed that noise levels on campus rarely 
cause ear aches and tinnitus.  

  Figure 2 shows the impact of these noise levels on 
their concentration levels, with most of the respondents 
still faring quite well even at noise levels deemed beyond 
moderate to them. From Figure 3, social activities are 
percieved by both the male and female gender to be the 
main noise source causing irritation followed by 
interaction with humans. 

 
 
Table 1. Summary of questions provided for survey. 

S/N Questions 

1 Age 

2 Gender 

3 What is your assessment of the average noise 
level within the campus? 

4 Which of the following challenges/issues do 
you experience due to excessive noise? 

5 How often do you experience earaches as a 
result of noise? 

6 How often do you experience headaches from 
excessive noise exposure? 

7 How often do you feel dizzy after excessive 
noise exposure? 

8 How often do you experience ringing in the 
ears (tinnitus) due to excessive noise 
exposure? 

9 How well do you concentrate beyond noise 
levels deemed moderate to you? 

10 What noise sources generally irritate you the 
most? 

Table 2. Perception of average noise levels based on gender 
Average noise 
level 

Male Female 

Very High 13 5 

High 60 43 

Normal 113 63 

Low 21 2 

Very Low 2 2 

Total 209 115 

 
Table 3. Perception of average noise levels based on age 

Average 
noise level 

Age 

< 20 20 – 25 26 – 30 31 – 40 > 40 

Very High 1 13 3 1 0 

High 5 66 23 7 2 

Normal 16 117 24 18 0 

Low 2 16 3 2 1 

Very Low 1 3 0 0 0 

Total 25 215 53 28 3 
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Table 4. Gender differences in response to noise causing 
sleeping difficulties, dizziness and headaches 

Frequency 

Sleeping 
Difficulties 

Dizziness Headaches 

M F M F M F 
Every time 18 13 5 3 20 10 
Never 25 11 62 41 12 8 
Oftentimes 35 19 18 9 49 30 
Rarely 51 32 86 36 49 34 
Sometimes 80 39 38 25 79 33 
Total 209 115 209 115 209 115 

*M- male, F - female 
 
Table 5. Gender differences in response to noise causing 
earaches and tinnitus 

 Frequency 
  

 Earaches Tinnitus  
M F M F 

Every time 2 0 3 5 
Never 40 27 59 24 
Oftentimes 17 12 10 5 
Rarely 112 53 101 54 
Sometimes 38 22 36 26 
Total 209 115 209 115 

*M- male, F - female 

 

 
Figure 2. Gender differences in response to noise 
affecting concentration 
 

 
Figure 3. Gender differences in response to noise 
sources causing irritation 
 

 

4. Discussion 
 

A significant proportion of respondents below the 
age of 25 years, and between the ages of 31 – 40 perceive 
noise levels as being normal/moderate on the campus. 
With the exception of those between the ages of 31 – 40 
years, the perception of moderate noise levels by the 
young population – under 25 years, relative to others is 
probably because of the high auditory preceptory levels 
which is generally expected in such a young population. 
It is possible that they might be major contributors to 
human sources of noise in the environment, hence the 
relative indifference/numbness to high noise levels. 
Between the ages of 26 – 30, most respondents are split 
between moderate and high noise level perceptions. 
While above 40 years of age, 2% think average noise 
levels are high, and the remaining perceive low noise 
levels. The perception that human and social activities 
are the major sources of noise on campus can be 
attributed to the constant social activities such as sports 
and student group interactions.  

 

5. Conclusion 
 

Prolonged exposure to noise levels can be 
detrimental to human well-being. Unfortunately, many 
are oblivious of the impact of noise pollution to their 
health and hence do not take adequate measures to 
mitigate this – since the impact can be due to other 
widely known sources. Severe noise can lead to mood 
swings, accumulated stress, loss of concentration among 
other ailments. And the impact of these noise-related 
effects varies across gender and age groups. 

For a healthy learning environment, especially in an 
institution of higher learning, serenity is pertinent to 
ensure knowledge retention, focus and healthy living 
that ensures academic success. Hence, universities 
should introduce and implement regulations that would 
minimize exposure to unhealthy noise levels for the 
wellbeing of their students, staff and visitors. 
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 As a result of rapid population growth with the developing technology, resources are used 
unconsciously, and the need to use these resources effectively has emerged to transfer them 
to future generations. Land, which is a scarce resource, is among the most critical areas of use, 
agricultural lands. These areas meet the basic nutritional needs of living things, therefore, 
determining the suitability of the lands for agriculture, increasing productivity in agriculture, 
sustainability of resources, and contribution to the country's economy is of great importance. 
In the suitability analysis of agricultural areas, it is necessary to consider the land's specific 
use, the physical characteristics of the land, and the socio-economic and environmental 
characteristics in terms of land sustainability. Land use analysis is a complex process that 
includes multi-criteria decision-making analyses. This study aims to determine the areas 
suitable for agriculture in Aksaray city with Geographic Information System (GIS) and Fuzzy 
Analytical Hierarchy Process (FAHP). Nine parameters were used to determine the most 
suitable area. These parameters are; slope, aspect, elevation, proximity to water surfaces, 
drainage density, soil depth, land use capability, great soil group, land use capability sub-class.  
Expert opinions were taken in the weighting of the criteria and an agricultural suitability map 
was produced. 

 
 

 
 
1. Introduction  

 

For centuries, human beings have seen nature and 
resources as unlimited and used them unconsciously, 
causing severe damage to the environment and economy. 
As a solution to these problems, the concept of 
sustainable development, which is defined as ensuring 
the transfer of natural resources to future generations 
without being wholly consumed, has emerged. 
Sustainable development requires new land 
administration infrastructures and tools (Gazibey et al. 
2014). Land management is one of these tools, and with 
the rapid population growth, the insufficient agricultural 
products obtained from the land and the development of 
industry, the land has been seen as a socially scarce 
resource and the need for effective management of this 
resource has arisen. As in Turkey, soil and natural 
resources are under threat due to the wrong planning of 
lands in many undeveloped and developing countries. As 
a result of unplanned land use, erosion and erosion in the 
soil occur as a result of flood-flood events. To benefit 
from natural resources with the highest efficiency, to 

ensure sustainable development in both rural and urban 
areas, in economic and social areas; that is, `Land 
Management' and `Land Management Systems' are used 
in order to produce the data needed in the preparation of 
policies for the efficient use of country resources (Inan 
2021).  

The agricultural sector has a significant role in 
Turkey's social, political and economic development. In 
the early stages of economic development, it is the 
dominant sector as in other societies. (Erdinç and Erdinç, 
2000). Although the agricultural sector, which provides 
the most prominent primary food sources of human 
beings from the past to the present, is seen as a 
developed sector with mechanization today, its 
environmental damages are increasing. Therefore, 
sustainable agriculture has emerged to maintain 
productivity and benefit society in the long term. 
Sustainable agriculture includes the production of 
sufficient and quality foods at affordable costs, the 
economic vitality of agriculture, the protection of natural 
agricultural resources and the environment, and systems 
and practices that will improve the welfare of the world 
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population (NRC 2010). With the developing technology, 
the need for effective use of agricultural lands has arisen 
due to the increase in population day by day and the 
noticeable decrease in agricultural lands. For sustainable 
agriculture to thrive, it is essential to determine suitable 
areas for agriculture. Identifying suitable areas for 
agriculture is an essential issue in ensuring the 
protection of resources for future generations and 
ensuring economic development. Suitable site selection 
studies require the processing of large amounts of spatial 
data. Processing this data about site selection with 
traditional methods is a time-consuming and challenging 
task (Bilgilioglu et al. 2021). For these reasons, additional 
tools called Multi criteria decision making (MCDM) have 
been developed so that decision-makers can work more 
effectively and efficiently instead of land use planning, 
which is widely developed with traditional methods 
today. MCDM consist of multiple selection criteria and a 
management system that produces the most helpful 
solution in managing the criteria (Uyan and Yalpır 2016). 

This study aims to determine land-use suitability 
analysis for agriculture in Aksaray City, Turkey. Another 
goal of this study is to create a model that can be 
transferred to the information system for farmers 
engaged in agriculture in Aksaray. In this context, it is 
aimed to increase productivity in agriculture, reduce 
environmental damage and revitalize the economy. Nine 
criteria were used to determine the most suitable area. 
These criteria are; slope, aspect, elevation, proximity to 
water surfaces, drainage density, soil depth, land use 
capability, great soil group, land use capability sub-class. 
As a result of the analysis made by using these factors, an 
agricultural suitability map was created for Aksaray city. 

 
2. Method 

 

In decision-making problems, MCDM models are the 
tools that allow the best decision to be taken as quickly 
and efficiently as possible by evaluating more than one 
criterion simultaneously. The primary purpose of this 
study is to determine the suitable areas for agriculture in 
Aksaray with an MCDM model. FAHP, an MCDM model, 
was used for this purpose. 

Fuzzy set theory, first introduced by Zadeh (1965), 
allows the grading of membership functions. The 
primary purpose of the method is to formulate linguistic 
variables mathematically (Zadeh 1971). However, 
linguistic variables obtained from experts cannot be 
expressed numerically according to classical set theory 
and methods such as AHP based on this theory cannot 
reflect human thinking style. To solve these problems, 
FAHP has emerged by combining AHP and fuzzy logic 
theory. 

There are many suggested BAHYs in the literature. In 
this study, the order analysis method, developed by 
Chang (1996) and frequently preferred in site selection 
studies, was used to solve MCDM problems. 

Aksaray city was chosen as the study area. Agriculture 
is an essential source of livelihood in the study area. The 
region has a total area of 7626 km². The study area is 
shown in Figure 1. 

 
Figure 1. Study area 

 

Different criteria have been determined as a result of 
the literature research to determine the agricultural land 
use suability (Akıncı et al. 2013; Pramanik 2016; Yalew 
et al. 2016; Memarbashi et al. 2017; Tashayo et al. 2020). 
These criteria are; slope, aspect, elevation, proximity to 
water surfaces, drainage density, soil depth, land use 
capability, great soil group, land use capability sub-class.  

 

3. Results and discussion 
 

The pairwise comparison matrix was created through 
interviews with experts and a literature study. In order 
to understand whether the pairwise comparisons 
created for the criteria are consistent or not, consistency 
analysis was performed and the results of the 
calculations; The consistency ratio (TO) = 0.0412 was 
calculated. It has been understood that the comparisons 
made are consistent since the obtained CTR value is less 
than 0.10. The criteria weights calculated with BAHP are 
shown in Table 1. 

 
Table 1. Weights of criteria 

Criteria Weigths 

Slope 0.084 

Aspect 0.072 

Elevation 0.025 

Prox. To water surfaces 0.124 

Drainage density 0.118 

Soil depth 0.096 

Land use capability 0.162 

Great soil group 0.173 

Land use capability sub-class 0.146 
 

All data collected from different sources were 
converted to raster data with a pixel size of 20 m in the 
UTM (36-3) projection coordinate system. Criteria with 
different values are normalized in the range of “0-1” to be 
compared. A suitability index of “0” indicates that those 
regions are unsuitable, and “1” indicates that those 
regions are highly suitable. Maps of the criteria are 
shown in Figure 2.
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Figure 2. a: Slope b: aspect c: elevation d: proximity to water surfaces e: drainage density f: soil depth g: land use 
capability h: great soil group ı: land use capability sub-class 
 

Nine criteria, which were normalized after being 
obtained, were combined using weighted linear 
combination overlay analysis in ArcGIS software, taking 
into account the weight values given in Table 1, and the 
suitability map shown in Figure 3 was produced. 

The criterion weights show the relative importance 
of these criteria at the suitable site selection. In this 
context, it has been determined that land use capability, 
great soil group, land use capability sub-class are more 
effective in the agricultural land use suability analysis, 
while the elevation and aspect are less effective. 
 
 

4. Conclusion  
 

In this study, a model that can be evaluated 
effectively and quickly has been developed by 
integrating GIS and FAHP methods to determine the 
suitable areas for agriculture in Aksaray city. For this 
purpose, considering the characteristics of the study 
area, nine criteria were selected according to the expert 
opinions and the results of the literature study, their 
weights were calculated, and a suitability map was 
created with overlay analysis. It is thought that these 
results can be accepted as reasonable and applicable by 
managers and decision-makers, especially by farmers. 
Within the scope of sustainable agriculture, it is crucial 
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to determine the most suitable areas in terms of 
economy and productivity. For this reason, the criteria 
to be used must be determined very carefully and by 
experts. It is thought that the criteria used in this study 
will also be used in future studies in the Central 
Anatolian region. 

 

 
Figure 3. Agricultural land use suability map 
 

Acknowledgement 
 

This study has been supported by Research Fund of 
the Aksaray University. Project Number: 2020-018. 

 
 

References  
 

Akıncı H, Özalp A Y, & Turgut B (2013). Agricultural land 
use suitability analysis using GIS and AHP technique. 
Computers and electronics in agriculture, 97, 71-82. 

Bilgilioglu S S, Gezgin C, Orhan O, & Karakus P (2021). A 
GIS-based multi-criteria decision-making method for 
the selection of potential municipal solid waste 
disposal sites in Mersin, Turkey. Environmental 
Science and Pollution Research, 1-17. 

Chang, D Y (1996). Applications of the extent analysis 
method on fuzzy AHP. European Journal of 
Operational Research, 95(3), 649–655. 

Erdinç Y & Erdinç M H (2001). "Türkiye’de Tarım 
Reformu". Eskişehir Osmangazi Üniversitesi Sosyal 
Bilimler Dergisi 2 (1) 

Gazibey Y, Keser A, & Gökmen Y (2014). TÜRKİYE’DE 
İLLERİN SÜRDÜRÜLEBİLİRLİK BOYUTLARI 
AÇISINDAN DEĞERLENDİRİLMESİ. Ankara 
Üniversitesi SBF Dergisi, 69(3), 511-544. 

Inan H I (2021). Spatial Data Model for Rural Planning 
and Land Management in Turkey. Journal of 
Agricultural Sciences, 27(3), 254-266. 

Memarbashi E, Azadi H, Barati A A, Mohajeri F, Passel S 
V & Witlox F (2017). Land-use suitability in 
Northeast Iran: application of AHP-GIS hybrid model. 
ISPRS International Journal of Geo-Information, 
6(12), 396. 

National Research Council (2010). Toward sustainable 
agricultural systems in the 21st century. National 
Academies Press. 

Pramanik M K (2016). Site suitability analysis for 
agricultural land use of Darjeeling district using AHP 
and GIS techniques. Modeling Earth Systems and 
Environment, 2(2), 56. 

Tashayo B, Honarbakhsh A, Azma A, & Akbari M (2020). 
Combined fuzzy AHP–GIS for agricultural land 
suitability modeling for a watershed in southern 
Iran. Environmental Management, 66(3), 364-376. 

Uyan M, Yalpır Ş, (2016) Site Selection for Medical Waste 
Sterilization Plants by Integration of Multi Criteria 
Decision Making Model with GIS. Afyon Kocatepe 
Üniversitesi Fen ve Mühendislik Bilimleri Dergisi, 16 
(3), 642-654 https://doi.org/10.5578/fmbd.36294 

Yalew S G, Van Griensven A, & van der Zaag P (2016). 
AgriSuit: A web-based GIS-MCDA framework for 
agricultural land suitability assessment. Computers 
and Electronics in Agriculture, 128, 1-8. 

Zadeh L A (1965). Fuzzy sets. Information and Control, 
8(3), 338–353. 

Zadeh L A (1965). Quantitative fuzzy semantics. 
Information sciences, 3(2), 159-176. 

 

 
 

https://doi.org/10.5578/fmbd.36294


*Corresponding Author Cite this study 

*(andyegogo@gmail.com) ORCID ID 0000-0002-2634-9046 
 

 

Iheaturu C J, Okolie C J, Musa S, Ayodele E G & Egogo-Stanley A O (2021). SfM 
photogrammetry for land use change analysis in a sub-urban area of Nigeria. 
3rdIntercontinental Geoinformation Days (IGD), 94-96, Mersin, Turkey 
 
 

 

3rdIntercontinental Geoinformation Days(IGD) – 17-18 November 2021 – Mersin, Turkey 
 

 

 

 

Intercontinental Geoinformation Days  

 

http://igd.mersin.edu.tr/2020/ 

 

 
 

SfM photogrammetry for monitoring urban developments  
 

Chima Iheaturu1 , Chukwuma Okolie2 , Emmanuel Ayodele2 , Andy Egogo-Stanley*2  Solomon Musa3  
 
1University of Bern, Institute of Geography, Switzerland 
2University of Lagos, Faculty of Engineering, Department of Surveying and Geoinformatics, Lagos, Nigeria 
3Federal Capital Development Authority, Department of Survey and Mapping, Abuja, Nigeria 
 
 
 
 

Keywords  ABSTRACT 
UAV  
SfM Photogrammetry 
Google Earth 
Historical Imagery 
Urban Change Detection 
 
 

 Structure-from-Motion (SfM) Photogrammetry is a valid alternative to traditional 
photogrammetric methods. This study presents a simplified approach for mapping and 
monitoring of urban developments in a section of Kuje Area Council in Abuja, Nigeria, utilizing 
SfM Photogrammetry alongside Google Earth Historical Imagery. The capture of the UAV 
images in year 2020 was followed by the acquisition of the 2005 Google earth historical image, 
which was used in tracking and ascertaining the development over time. The two images (the 
2020 and the 2005 images) were geometrically aligned to enhance comparison. Features 
identifiable in both images such as buildings and plots were vectorized. The analysis revealed 
that the Kuje Area Council has witnessed 120 building constructions in the past 15 years which 
on average implies 8 building constructions per year. The maps produced can facilitate well 
informed urban planning in the area. 

 
 
 
 

1. Introduction 
 

Structure-from-Motion (SfM) Photogrammetry is a 
valid alternative to traditional photogrammetric 
methods, Terrestrial Laser Scanning (TLS) and Airborne 
Laser Scanning (ALS) (Raoult et al., 2017). Its ability to 
extract high resolution and accurate spatial data using 
cheap consumer-grade digital cameras and smartphone 
cameras appears truly remarkable (Fonstad et al., 2013; 
Tarolli, 2014). 

The deliverables of SfM include orthophotos, 3D point 
clouds and digital surface models (DSMs). With 
orthophotos, one can create maps and models of 
properties, construction projects, and earthworks. 
Orthophotos can also be used to extract features 
manually or semi-automatically for map creation or 
update (Koeva et al., 2018; Gbopa et al., 2021).  

Orthophotos are extremely valuable for manual or 
semi-automatic feature extraction for map production or 
updating (Sarp et al., 2014), as well as for change 
detection (Gbopa et al., 2021; Koeva et al., 2018; Sarp et 
al., 2014). For city monitoring and disaster response, as 
well as updating maps and three-dimensional models, 
urban change detection is critical (Qin, 2014). When 
compared to satellite images, the use of unmanned aerial 

vehicle (UAV) images for change detection analysis offers 
obvious benefits in terms of spatiotemporal resolution 
and cloudlessness (Yao et al., 2019). Images with high 
spatial resolution are especially preferred for the 
accurate processing of variations in urban land cover. 
This requirement can be met by UAVs through the 
provision of precise data measurements (Jumaat et al., 
2018; Franklin and Wulder, 2002). 

This study presents a simplified approach for 
mapping and monitoring of urban developments in a 
section of Kuje Area Council in Abuja, Nigeria, utilizing 
SfM photogrammetry and Google Earth historical 
imagery. 
 

2. Methods 
 

2.1. Study area  
 

The Kuje Area Council is one of the main sub-
catchments of Abuja, the Federal Capital Territory (FCT) 
of Nigeria and is shown in Fig. 1 below. Kuje has an area 
of 1,644 km² and a population of 97,367 as of the 2006 
census. Abuja is the capital city of Nigeria located in the 
center of the country within the Federal Capital Territory 
(FCT). Abuja's geography is defined by Aso Rock, a 400-
meter (1,300 ft) monolith left by water erosion. 

http://igd.mersin.edu.tr/2020/
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Figure 1. Map showing the location of the study area 
 
2.2 Data acquisition and processing 
 

The first step was to carry out a UAV flight of the study 
area and processing using the already established SfM 
method on the Pix4D Mapper software. The UAV flight 
was carried out in the year 2020. The flight path was 
predefined on the Dronedeploy software installed on the 
iPhone 7s device which was attached to the remote 
controller of the UAV. The degree of overlap maintained 
during the survey was 60% (forward) and 75% (side). A 
historical image for the year 2005 was also downloaded 
from Google Earth. 

The two images (the 2020 and the 2005 images) were 
geometrically aligned to enhance comparison. The 
procedure was carried out using manually selected GCPs, 
where identifiable keypoints in both images were used to 
geometrically align the 2005 satellite image with the 
2020 UAV image. 
 

2.3 Image vectorization 
 

The images were imported into ArcGIS software 
where the features in the area were converted into a 
series of points, lines and polygons by digitizing directly 
from the screen display on ArcMap. The main features  
vectorized in both images were the buildings (completed 
and uncompleted) and the plots (developed and 
undeveloped).  

 
3. Results 
 

The orthophoto generated from the Pix4Dmapper 
processing is shown in Fig. 2.  

The orthophoto has a spatial resolution of 1.43 cm. A 
point-to-point validation done by the Pix4Dmapper 
software using 9 checkpoints showed an RMSE of 
21.108mm, 25.347mm and 96.060mm in the x, y and z 
directions respectively. This shows that the orthophoto 
has high positional accuracy. 

Digital maps were produced within the ArcMap 
environment, one for 2005 (see Fig. 3b) and the other for 
2020 (see Fig. 3a).  

The analysis of the changes in urban developments 
are shown in Table 1. 

 
Figure 2. Orthophoto map of the study area – year 2020 
 

 
Figure 3. (a) 2020 digitised map from the orthophoto 
(b) 2005 digitized map from the acquired Google Earth 
Historical Image 

 
Table 1. Comparison between the maps  

Class Count - 2005 Count - 2020 Change 

Completed 
buildings 

185 313 128 

Uncompleted 
buildings 

15 7 -8 

Total 200 320 120 

Developed 
plots 

182 234 +52 

Undeveloped 
plots 

68 16 -52 

Total  250 250 - 
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4. Discussion 
 

Several differences can easily be spotted in the 
distribution of features in both maps. The maps show the 
extent of undeveloped plots within the study area in 
green. At first glance, it can be observed that a lot of the 
undeveloped plots noticed in the 2005 map have now 
been developed.  

In the year 2005, there were 200 buildings within 
the study area, 185 (92.5%) of which were already fully 
erected and 15 (7.5%) still under construction. The total 
number of buildings recorded in the year 2020 is 320, 
with 313 (97.81%) fully completed and 7 (2.19%) still 
under construction. As can be deduced from the table the 
period of study (2005 to 2020) has recorded an increase 
of 120 buildings. It is also observed from the map that all 
the buildings under construction in 2005 are now fully 
completed. 

The study area was divided into 250 plots. In 2005, 
only 182 (72%) of the plots had been developed. The 
study period however witnessed the development of 52 
more plots, bringing the total number of developed plots 
to 234 (93.60%).  

 

5. Conclusion 
 

This study conducted on a section of Kuje Area Council 
has shown that Unmanned Aerial Vehicles (UAVs) and 
SfM Photogrammetry can be effectively utilized for 
different purposes, such as urban change detection 
analysis and infrastructural planning and monitoring. 
The maps produced will facilitate a more informed 
decision-making process for various urban planning 
activities in the area. 
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 Humanity has preferred to settle down in coastal areas since its existence. This situation 
brings socioeconomic and cultural benefits, as well as a better quality of life for the 
development of civilizations. Although coastal areas are of great benefit to the population and 
economy, they can be affected by natural or artificial disasters such as erosion, tsunami, and 
flooding. Nowadays, it is necessary to monitor the change of the coastline to better manage 
coastal areas and take precautions against disasters. In recent years, instead of traditional 
measurement methods, changes in coastal areas can be more accurately determined by 
remote sensing methods and satellite imagery. In this study, an analyzes was conducted to 
detect the change in coast of Sea of Marmara, Gemlik and Izmit Gulf using Landsat-5 and 
Landsat-8 satellite imagery from 1985-2020. First, using the object-based classification 
method, rule sets were developed, and the coastal class was generated. During the 
segmentation and classification stages, parameter analyses were performed to create 
corresponding rules, and accuracy analyses were conducted. In the second stage of the study, 
the target classes were exported to the geographic information system environment and a 
coastal change detection analyzes was performed.   

 
 
 
 

1. Introduction  
 

It is vital to monitor the change of coastlines in in 
terms of sustainable development and environmental 
protection. In particular, global climate change, which is 
one of the most important environmental problems of 
our time caused as a result of human activities that 
directly or indirectly affect the composition of the 
atmosphere should be monitored over specific time 
periods and anticipating and modeling possible negative 
consequences of global climate change and taking 
precautions are among the priority issues at the national 
and international levels. 

Coastal areas are one of the most vulnerable regions 
in the world affected by human impacts such as natural 
disasters and climate change. Erosion, flooding, rise of 
water level and unusual weather conditions are the most 
common natural disasters in these regions 
(Paravolidakis et al. 2018). However, a large part of the 
human population lives in coastal regions. On the coasts 
of the countries that belong to the European Union, this 
percentage reaches up to 20% of the total population 
(Koroglu et al. 2019). Because of coastal areas are so 
vulnerable to damage and are home to much of the 

human population, it is important to identify coastal 
areas and coastlines and monitor the changes of them. In 
addition, it is necessary to monitor the natural or 
artificial changes on the coast to create city models, 
prepare urban and regional plans, plan the use of natural 
resources in the region, thus protecting the environment. 

When examining the studies conducted in recent 
years, it was found that the analyses of coastal changes 
are carried out using remote sensing methods. Sahin et 
al. 2021 used image processing techniques to determine 
the change in coastal settlements in the Izmit Gulf. Wang 
et al. 2017 observed coastal changes using Landsat 
imagery for the Ningbo coast. Hossain et al. 2021 derived 
the coastline of the southeast coast of Bangladesh and 
automatically detected the coastal change using NDWI. 
Abualtayef et al. 2021 used GIS and remote sensing 
techniques to determine the changes in the Gaza coast. 
Yan et al. 2021 observed coastal changes on the 
Yangcheng coast using the Digital Shoreline Analyzes 
System. In this study, within the framework of Gemlik 
and Izmit Gulfs of the Marmara region, coastal changes 
between 1985 and 2020 were monitored and the target 
classes are created using remote sensing methods and 
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coastal change analyses were performed by exporting 
them to the GIS environment. 

 

2. Method 
 

In this study, object-oriented rule-based classification 
method was used. In order to detect the coastal change, 4 
different target classes have been created as land, water, 
island and lake. Digital image processing techniques and 
automated water extraction index were used in the 
development of rule set and classification. With the 
object-based classification method, the class assignment 
process is carried out by determining the appropriate 
parameter analyzes of the segmentation and 
classification stages. In addition, digital image processing 
techniques and appropriate indexes are used in the rule 
set created for automatic target classes extraction. In 
particular, the Automated water extraction index, which 
helps to distinguish between land and water classes, was 
used in the creation of the land class. This index, which is 
used for the separation of surface waters, was published 
by Feyisa et al, 2014. According to Feyisa et al, it consists 
of two equations. In this study, these two equations and 
difference of these equations is used. 

 

𝐴𝑊𝐸𝐼𝑛𝑠ℎ = 4 ∗ (𝐵𝑎𝑛𝑑2 − 𝐵𝑎𝑛𝑑5) − 0.25 ∗ 𝐵𝑎𝑛𝑑4 + 2.75 ∗
𝐵𝑎𝑛𝑑7                       (1) 
𝐴𝑊𝐸𝐼𝑠ℎ =  𝐵𝑎𝑛𝑑1 + 2.5 ∗ 𝐵𝑎𝑛𝑑2 − 1.5 ∗ (𝐵𝑎𝑛𝑑4 +
𝐵𝑎𝑛𝑑5) − 0.25 ∗ 𝐵𝑎𝑛𝑑7    (2) 
𝐴𝑊𝐸𝐼𝐷𝑖𝑓𝑓 =  𝐴𝑊𝐸𝐼𝑛𝑠ℎ –  𝐴𝑊𝐸𝐼𝑠ℎ                    (3) 

 

2.1. Study area and dataset 
 

One of the most important factors in choosing the 
Izmit and Gemlik Bays as the study area is the rapid 
industrialization and urbanization in the coastal areas 
with the increase in human population density in this 
region in recent years. It is important for local and 
private administrations to determine the social, 
economic, and cultural effects of the coastal formations 
in this region. 

Landsat Collection 2 Level 2 satellite images were 
used in the application. 2 Landsat-5 satellite images of 
1985 and 2 Landsat-8 satellite images of 2020 were used. 
The features of the satellite images used are given in 
Table 1. 

 

Table 1. Features of the satellites 
 Landsat-5 Landsat-8 
Spatial 
Resolution 

30m 30m 

Radiometric 
Resolution 

16bit 16bit 

Temporal 
Resolution 

16 days 16 days 

Year 1985 2020 
 

In order to apply the same rule, set during 
classification in satellite images, bands with the same or 
close spectral range are used. The spectral ranges of the 
bands and the band aliases used during classification are 
shown in Table 2. In addition, the emissivity band in 
level-2 products is also used to increase the classification 
accuracy with EMIS alias. 

 

Table 2. Bands and their respective spectral ranges. 
Landsat-5 Landsat-8  
Bands Spectral 

Range(µm) 
Bands Spectral 

Range(µm) 
Band Alias 

SR_B1 0.45 – 0.52 SR_B2 0.452 – 0.512 BLUE 
SR_B2 0.52 – 0.60 SR_B3 0.533 – 0.590 GREEN 
SR_B3 0.63 – 0.69 SR_B4 0.636 – 0.673 RED 
SR_B4 0.76 – 0.90 SR_B5 0.851 – 0.879 NIR 
SR_B5 1.55 – 1.75 SR_B6 1.566 – 1.651 SWIR1 

SR_B7 2.08 – 2.35 SR_B7 2.107 – 2.294 SWIR2 
 

2.2. Process and analyzes  
 

In this study, the workflow steps given in Fig. 1 were 
applied to perform shore extraction and change. In the 
proposed method, firstly, satellite images were 
normalized according to Landsat 4-7 Collection 2 Level 2 
Science Product Guide and Landsat 8 Collection 2 Level 2 
Science Product Guide. In the second step, the image is 
segmented with multiresolution segmentation. As a 
result of parameter analyzes for multiresolution 
segmentation, the most suitable parameters were found. 
The parameters used are given in Table 3.  
 

Table 3. Multiresolution segmentation parameters. 
Parameter Value 
Image Layer Weights   
 BLUE 0.25 
 GREEN 0.25 
 RED 0.25 
 NIR 0.75 
 SWIR1 0.50 
 SWIR2 0.50 
 EMIS 0.50 
Scale  40 
Shape/Color  0.3 
Compactness  0.5 

 

 
Figure 1. Workflow of study. 
 

In the third step, the generated segments were 
classified using the Automated Water Extraction Index. 
The parameters used during this classification were 
calculated with the help of Equations 1 and 2. The land 
class was classified with the help of the difference 
(Equation 3) between the two obtained parameters. 
Pixels that do not have any value defined as out of 
classification are classified according to NIR < 0 value. 
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Land class assignments are made for values that meet the 
conditions of AWEIsh <-0.002 and AWEInsh – AWEIsh> 
0.098. As a result of these two processes, unclassified 
pixels are assigned to the Sea class. Sea class clusters 
within the land class were assigned as lakes, and land 
class clusters within the sea class were assigned as 
islands. Results are given for 1985 in Fig.2, 2020 in Fig. 3. 
 

 
Figure 2. Classification results for 1985 
 

 
Figure 3. Classification results for 2020 
 

In the fourth step, segments belonging to the same class 
were exported to the GIS environment as shapefiles using 
the merging algorithm. In the last step, the coastline was 
extracted using the vector data belonging to the Land 
class. Class files, which are vector data, were converted 
to raster data and the spatial variation in the coastal 
areas was determined by subtracting the two images 
from each other. The accuracy of the classification was 
calculated with error matrix based on TTA (train and test 
area) mask. 
 

3. Results  
 

In this study, 4 target classes, namely water, land, 
lake, and island, were created and the accuracy analyzes 
of these classes were carried out separately for every 
image used. Error matrices and overall accuracies is 
calculated with TTA Mask method. Accuracy analyzes 
result for 1985 images can be seen in Table 4. and Table 
5., accuracy analyzes result for 2020 images can be seen 
in Table 6. and Table 7. Classification accuracies were 
84% for Gulf of Izmit and 83% for Gulf of Gemlik in 1985, 
and 79% for Gulf of Izmit and 82% for Gulf of Gemlik in 
2020. Kappa was calculated as 75% for Gulf of Izmit and 
74% for Gulf of Gemlik in 1985, and 79% for Gulf of Izmit 
and 73% for Gulf of Gemlik in 2020. 

Table 4. Error matrix based on TTA mask 1985-1 
Class Sea Land Lake Island Sum User 
Sea 386 46 23 10 465 0,830 
Land 12 158 20 0 190 0,832 
Lake 23 0 283 0 306 0,925 
Island 33 3 0 32 68 0,471 
Sum 454 207 326 42 1029  
Producer 0,850 0,763 0,868 0,762   
Overall 
Accuracy 

0,835  Kappa 0.752   

 

Table 5. Error matrix based on TTA mask 1985-2 
Class Sea Land Lake Island Sum User 
Sea 286 33 13 12 344 0,831 
Land 15 144 4 0 163 0,883 
Lake 14 0 123 0 137 0,898 
Island 22 12 0 44 78 0,564 
Sum 337 189 140 56 722  
Producer 0,849 0,762 0,879 0,786   
Overall 
Accuracy 

0,827  Kappa 0.743   

 

Table 6. Error matrix based on TTA mask 2020-1 
Class Sea Land Lake Island Sum User 
Sea 231 55 12 33 331 0,698 
Land 12 273 20 0 305 0,895 
Lake 9 1 91 0 101 0,901 
Island 23 12 0 89 124 0,718 
Sum 275 341 123 122 861  
Producer 0,840 0,801 0,740 0,730   
Overall 
Accuracy 

0,794  Kappa 0.794   

 

Table 7. Error matrix based on TTA mask 2020-2 
Class Sea Land Lake Island Sum User 
Sea 309 55 21 9 394 0,784 
Land 25 287 4 0 316 0,908 
Lake 4 0 123 0 127 0,969 
Island 40 14 0 55 109 0,505 
Sum 378 356 148 64 946  
Producer. 0,817 0,806 0,831 0,859   
Overall 
Accuracy 

0,818  Kappa 0.732   

 

After the classification process, the changes in the 
coastal areas were determined by the Band difference 
change analyzes. As a result of the analyzes, a total of 6.4 
km2 of landfill was detected in the coastal areas between 
1985 and 2020. 
 

4. Discussion  
 

As a result of analyzes and evaluation, it was observed 
that majority of coastal change in the Gulf of Izmit was 
man made landfills. While it has been determined that 
there are landfill areas in the Gulf of Gemlik, it is seen that 
it does not cover as wide an area as the Gulf of Izmit. As 
seen in Fig. 5, new shipyards have been added to the 
existing shipyards. As a result of this addition, landfill of 
1.72km2 is made in Gulf of Izmit. Constructed ports on a 
landfill area of 1.3 km2 can be seen in Fig.4 and Fig. 7. In 
Fig. 6, a filling of approximately 1 km2 was made for the 
construction of the marina. When these changes in 
coastal region observed, it could be seen that these areas 
of landfill could become vulnerable to earthquakes, sea-
level rise, and unusual weather effects. For this reason, 
coastal vulnerability of these regions for sea level rise 



3rd Intercontinental Geoinformation Days (IGD) – 17-18 November 2021 – Mersin, Turkey 

 

  100  

 

and natural hazards should be investigated. Data 
obtained from this study are important data source in 
terms of settlement and infrastructure planning in the 
region. By evaluating this data, it can be prevented that 
the changes made on the coast further deteriorate the 
integrity of the coast and increase its vulnerability. 

 

 
Figure 4.  Change detection results for Gulf of Izmit. 

 
Figure 5.  Change detection results for Gulf of Izmit. 
 

 
Figure 6. Change detection results for Gulf of Izmit. 

Figure 7.  Change detection results for Gulf of Gemlik. 
 

5. Conclusion  
 

This paper presented an efficient workflow for 
monitoring the change of coastline with remote sensing 
and GIS. The proposed method in this study, based on 
object-based image analyzes, includes segmentation, 
analyzes and classification steps for the automatic 
shoreline extraction using Landsat data. The model 
parameters were determined with the analyses from the 
segmentation and classification steps to find the 
optimum strategy for extraction of shoreline and change 

detection analyzes. Accuracy analyzes was performed on 
the automatically extracted target classes of sea, land, 
lake, and island with kappa values 75% and 74% for 
1985, and 79% and 73% for 2020. As a result of the 
change detection analyzes a total of 6.4 km2 of landfill 
was detected in all study area between 1985 and 2020. 

As a result of this study, it could be seen that 
identifying and monitoring the change of coastal areas 
and coastlines are important. In addition, it is necessary 
to monitor the natural or artificial changes on the coast 
to create city models, control of natural disasters, and 
crisis management, as well as for the tracking and 
prevention of unorganized urbanization and planning 
the use of natural resources in the region, thus protecting 
the environment. In future studies, rule set can be 
improved for better accuracy. With the usage of 
vulnerability indices, coastal vulnerability can be 
determined. In the next study, studies on coastal 
vulnerability will be conducted based on this study. 
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 One of the most important domains of human-induced environmental change has been 
identified as land transformation. Determining what feature of the land is changing to what, 
i.e., which land-use class is moving to the other, is a key part of change detection. With the 
availability of a broad spectrum of geospatial data and complex computing gadgets available 
to the geospatial world, land-use change detection for effective decision making is now 
simplified. Therefore, using Landsat TM, ETM+, and OLI, this work examined and tracked 
spatiotemporal variations in LULC patterns over the city of Ibadan, Nigeria, across three 
epochs (1999, 2009, and 2019). The build-up area seems to be the key driver for land usage, 
according to the findings of this research. The study suggests that the state government of the 
study region monitor urban sprawl and growth regularly, preferably using geospatial 
techniques to improve decision-making. 

 
 
1. Introduction  

 

The earth's surface is naturally covered with many 
land cover types, which are mostly distributed according 
to climatic patterns (Youneszadeh et al., 2015). 

Land-use and land-cover (LULC) are two notions 
commonly used alternately when discussing LULC on the 
earth's crust (Hua, 2017; Mishra et al., 2020). 
Categorically, land-use affects Land cover and vice versa. 
The physical qualities of the earth's surface, such as 
plant, water, soil, and other physical features caused by 
human activities such as towns are referred to as Land 
Cover, while land-use refers to land exploited by humans 
for economic growth (Hua, 2017; Rawat & Kumar, 2015). 
LULC is a consequence of anthropogenic activities on the 
earth surface (Hao et al., 2021). In summary, the 
modification of the earth’s lithosphere by the continuous 
activities of humans is referred to as LULC (Hassan et al., 
2016).   

LULC has certain implications that are not limited to 
increased land surface temperature, atmospheric 
pollution, etc. (Aliyu et al., 2020a). Therefore, for the 
long-term development and management of natural 
resources, accurate data on the rate of land-use pattern 
changes and urban expansion is critical (Das & Angadi, 

2021).  Based on this premise, the study analyses the 
variation in land-use-land cover dynamics in Ibadan 
Metropolis, Oyo state, Nigeria. 
 

2. Study area 
 

Ibadan City (Fig. 1) is located in the South-Western 
part of Nigeria. It lies between Latitudes 7º 20’ 00’N and 
7º 30’ 00’N and Longitudes 3º 46’ 00’E and 3º 60’ 00’E. 
Ibadan metropolis covers an area of about 3080 km2. By 
2006 population census put the total population of 
Ibadan to 1,338,659 while the average population 
density was 435 persons per km2 (Taiwo, 2021). 
 
3. Method 

 
3.1. Data acquisition 
 

The study utilized Landsat satellite images. The 
Landsat satellite images were acquired for three epochs; 
1999 (Landsat 5 TM), 2009 (Landsat 7 ETM+) and 2019 
(Landsat 8 OLI) covering a period of 20 years. The images 
were checked to identify the scenes that had the 
minimum percentage of cloud cover before being 
acquired for the research. All the images were obtained 
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from the United States Geological Survey (USGS) 
(glovis.usgs.gov). 
 

 
Figure 1. Study area showing the project location 

3.2. Pre-processing and classification of images 
 

Pre-processing of Landsat images before 
classification is very fundamental. Image pre-processing 
and classification. Since the data used were ortho-
rectified, there was no need for geometric and 
radiometric correction. However, the datasets were 
registered to the geographic coordinate system (UTM 
Zone 31). 

All bands of Landsat TM, ETM+ and OLI, excluding the 
thermal band, were considered for Layer stacking. The 
nature of these different bands had to be considered to 
decide which three-band combination would be most 
helpful for classification and visual interpretation. The 
false colour composite was employed in this project. 

A supervised classification was performed on false 
colour composites (bands 4, 3 and 2 for Landsat 5 and 7 
then bands 5, 4 and 3 for Landsat 8) into the following 
land-use and land-cover classes; Agricultural land, Built-
up area, Forest cover, Grassland and Bare surfaces (see 
Table 1) (Anderson et al., 1976). Information collected 
during the field surveys was combined with the digital 
satellite image which was derived from SAS-planet 
software and used to assess the accuracy of the 
classification. 
 
Table 1. Classification Scheme 

S/N Land-use/Land-cover 
 

Description  
 

1  
 

Agricultural land Lands used for farming  
(Plantation, cropland 
orchard)  

2  
 

Built-up land  Lands used for residential, 
 industrial, commercial, etc.  

3  
 

Grassland/forest cover Lands covered with  
natural vegetation   

4 
 

Bare surfaces  
 

Lands devoid of vegetation,  
exposed soil 

5 Water body Areas with lakes, rivers,  
streams. 

 
 
 
 

4. Results  
 

4.1. Accuracy assessment of the classification 
 

Accuracy analysis was undertaken using a confusion 
matrix otherwise referred to as the error matrix shown 
in Table 2. For each of the classes, statistical measures 
such as producer's accuracy and user's accuracy were 
used to calculate the overall accuracy and kappa index 
for the classification.  
The overall accuracy of Landsat 5 TM (1999) was found 
to be 98% with a kappa index of 78%. Also, the overall 
accuracy of Landsat 7 ETM+ (2009) was found to be 98% 
with a kappa index of 79%. Finally, the overall accuracy 
of Landsat 8 OLI (2019) was found to be 99% with a 
kappa index of 79%. 
 

Table 2. Classification accuracy assessment report 

 
 

4.2.  Changes in land cover between 1999 and 2019 
 

Figs. 2, 3 and 4 show the LULC map of the study period 
for the area investigated for years 1999, 2009 and 2019 
respectively. In 1999, built-up and agricultural land uses 
occupied about 45.71% and 31.65% of the total area, 
respectively. Additionally, Forest cover occupied only 
8.24% of the total area. Bare land occupied 0.18%. 
Grassland occupied the third to the least class with 
14.21% of the total area. 

However, in 2009, the built-up area increased from 
45.71% to 57.55% of the total area. This placed the built-
up area as the class that witnessed the highest increase 
in 2009. The reason for the increase might be due to the 
influx of people in the area for businesses, industrial 
activities, academic purposes, to say the least. Thus, the 
built-up area witnessed a very high increase with a 
percentage annual rate of change of 11.83% between 
1999 and 2009. Agricultural area reduced from 31.65% 
in 1999 to 27.22% in 2009. It was further observed that 
agricultural land decreased with a percentage annual 
rate of change of -4.44% of the total area. This decrease 
is due to an increase in the population of the area which 
led to increasing land-use for built-up areas. It was 
further observed that grassland decreased from 14.21% 
in 1999 to 11.56% of the total area in 2009. This may be 
attributed to the fact that the forest area was removed for 
built-up purposes. Further observation revealed that 
bare land decreased from 0.187% in 1999 to 0.12%. The 
negative change witnessed by bare land from 1999 to 
2009 may be attributed to settlement and other 
activities. Finally, Forest cover also decreased from 
8.24% in 1999 to 3.56% in 2009.  
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Figure 2. Land-use/land-cover Classification of Ibadan 
in 1999 
 

 
Figure 3. Land-use/land-cover Classification of Ibadan 
in 2009 
 

 
Figure 4. Land-use/land-cover Classification of Ibadan 
in 2019 
 

In 2019, the built-up area increased from 57.55% to 
76.39% with an annual rate of change of 18.85%. This 
annual increase is higher than all the other classes put 
together. The increase in the population of the area may 
be attributed to improvement in social and economic 
activities which has drawn people to the area for 

settlements. Meanwhile, agricultural land decreased 
from 27.22% to 16.09% with an annual rate of change of 
-11.13%. This decrease may not be unconnected with the 
increase in the population of the area which has 
transformed the Agricultural land to built-up and other 
human activities. It was also observed that Forest cover 
increased slightly from 3.56% to 3.81% with an annual 
rate of change of 0.26%. This may be attributed to the fact 
that natural forest was removed every year for farming 
activities and after harvesting, the farmlands were left 
fallow and eventually taken over by vegetation. As the 
population of the area increases, it is natural to expect a 
decrease in bare land in some areas. In this research, the 
bare land category decreased from 0.12% to 0.06% in 
2019 with a rate of change of -0.12%. This increase may 
be attributed to the influx of people in the area who 
engage in other activities. 

This analysis shows that there has been a steady 
increase in the built-up area between 1999 and 2019, 
which is of course as a result of expansion in residential 
areas coupled with more anthropogenic activities over 
the region resulting from dynamic population growth. 
The finding of this study also correlates with LULC 
studies conducted in other regions/states within Nigeria 
(Aliyu et al., 2020b). 
 
5. Discussion 
 

Fig. 5 shows the percentage summary of the LULC 
classification of Ibadan from 1999 to 2019. It further 
reveals that as human activities increased, the vegetation 
and other features began to decrease. This is because 
vegetation and bare lands were being replaced by built-
up and other anthropogenic activities.  

 
Figure 5. Land-use/land-cover Classification of Ibadan 
from 1999 to 2019 

According to the classification of Landsat datasets of 
1999, 2009 and 2019, the following classes; agricultural 
land, built-up, grassland, forest cover and bare land were 
mapped as land cover in the area. However, on visiting 
the site during ground-truthing, it was observed that 
areas that were classified as built-up consisted of the 
following; roads, residential areas, commercial areas, 
educational institutions, public offices and waste 
disposal sites, amongst others. The expansion in built-up 
areas, therefore, implies an expansion in settlements, 
roads, and offices, commercial and educational areas. 
Further observation revealed that some of the areas 
mapped as bare lands were originally vegetation and 
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areas affected by deforestation. These areas after being 
used for several years were left as fallow fields which 
appeared as bare land on the satellite images. 

Based on these observations, it is evident that the 
main anthropogenic drivers in the study area are built-
up areas. This is evident in Fig. 5. Within the built-up 
area, a series of anthropogenic activities were identified 
which includes roads, residential areas, commercial 
areas, educational institutions and public offices, 
amongst others. 

 
6. Conclusion  

 
This study assessed and monitored the 

spatiotemporal changes in LULC pattern across the 
metropolis of Ibadan, Nigeria at three epochs 1999, 2009 
and 2019 using Landsat TM, ETM+ and OLI. The result of 
this study reveals that the major driver for land use is the 
build-up area.  

The study recommends regular monitoring of urban 
sprawl and development by the state government of the 
study area especially with the aid of geospatial 
techniques for better decision making. This would go a 
long way in managing the excess and intrusion into 
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 Remote sensing data have become one of the important data sources to monitor and analyze 
drought. However, how to access, retrieve, process, and analyze Earth observation data, and 
discover drought from them in an automated manner is a big challenge to researchers. In this 
study, one of the most common drought monitoring and analysis methods was implemented 
to streamline and automate the process of accessing to and downloading from the data server, 
pre-processing the data, calculating drought indices, and producing the drought maps 
following the well-known hierarchical concept: Data, Information, and Knowledge. All 
developed modules can act as independent components. They can also be seamlessly 
integrated into the process or reused by other researchers. Several open-source libraries in 
Python such as Geospatial Data Abstraction Library (GDAL) and Numerical Python (NumPy) 
were extensively exploited in the implementation. With the help of these libraries, one of the 
satellite data-derived vegetation indices named the Vegetation Health Index was calculated. 

 
 
 
 

1. Introduction  
 

In the recent two decades, monitoring drought using 
remote sensing data has gained too much attention 
because remote sensors onboard satellites acquire earth 
observation data continuously across the globe once a 
day, and they collect observations about all parts of the 
world in great spatial detail. These advantages in spatial 
and temporal resolution make satellite data become a 
common and popular source to monitor territorial 
vegetation conditions. 

Drought monitoring methodology based on 
vegetation was first introduced by (Tucker and 
Choudhury 1987) that reduced photosynthetic activity 
can result from drought and such declines in 
photosynthetic capacity of terrestrial Earth surface can 
be detected by satellite remote sensing. The normalized 
difference vegetation index (NDVI) was found to be 
associated with green leaf area (Tucker 1979) and 
vegetation abundance (Price 1992). Therefore, It was 
proposed to quantify photosynthetically active biomass 
(Tucker 1979). Furthermore, the NDVI has been used 
extensively in global and regional drought monitoring 
applications (Kogan 1993; Yagci, Di, and Deng 2013; 
Deng et al. 2013; Yagci, Di, and Deng 2015). 

Vegetation condition index (VCI) was calculated 
from NDVI which were obtained from NOAA’s the 
Advanced Very High Resolution Radiometer (AVHRR) 
sensor in order to highlight weather impacts on 
vegetation (Kogan 1993). Later, two new indices were 
introduced by (Kogan 1995), Temperature Condition 
Index (TCI) and Vegetation Health Index (VHI). These 
indices have been very helpful and useful to detect 
important historical droughts, so they have been utilized 
for this purpose by many scientists (Quiring and Ganesh 
2010; Singh, Roy, and Kogan 2003; Liu and Kogan 1996). 
NASA’s Moderate Resolution Imaging Spectroradiometer 
(MODIS) sensors are currently available in space and 
have been acquiring Earth observation data since 2000. 
Originally, aforementioned indices were calculated from 
AVHRR data, in this study, datasets from the MODIS 
sensors will be used because of their better radiometric 
accuracy, and higher spatial and temporal resolution 
than the AVHRR data. 

In brief, the drought methodology was built on the 
premise that vegetation health dynamics are good 
indicators of weather impacts on natural and cultivated 
vegetation such that unhealthy vegetation likely occur as 
a result of adverse weather. 
 

http://igd.mersin.edu.tr/2020/
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2. Data & methods 
 

2.1. Satellite data 
 

Each MOD09Q1 file in Hierarchal Data Format (hdf) 
contains two tiled surface reflectance layers, Red-Visible 
(Red) band and Near Infrared Band (NIR), and one 
corresponding quality layer regarding the first two bands 
in 250m spatial resolution. Each product is collected by 
the MODIS sensor flown on NASA’s Terra satellite. The 
first three letters of the product name indicate which 
satellite is MODIS instrument mounted and the last three 
letters after the dot denote the collection number. In this 
case, “MOD” means the MODIS instrument on Terra 
satellite, while “005” indicates 5th collection. Moreover, 
reflectance values in Red bands are collected at 620-670 
nm channel, while surface reflectance values in NIR 
bands are acquired at 841-876 nm portion of the 
Electromagnetic spectrum. Each MOD09Q1 tile with the 
size of 4800 by 4800 is projected onto the sinusoidal 
projection. This product is essentially 8-day composite 
product, meaning that each pixel represents a period of 
8-day. The best possible observation whose 
characteristic features are cloud/cloud shadow-free, 
aerosol-free and low view angle, from 8-day interval is 
assigned to the final composite product (Vermote, 
Kotchenova, and J. P. Ray 2011). 

The MOD11A2 is a Land surface Temperature (LST) 
& Emissivity product derived from the MODIS sensor 
onboard NASA’s Terra satellite. It is an 8-day composite 
product in 1km (1000m) spatial resolution. Each pixel is 
comprised of an average of clear sky observations in 8-
day period unlike the MOD09Q1.005 products. Each tile 
with 1200 by 1200 dimension is projected onto the 
sinusoidal like the MOD09Q1.005 product. In total, each 
MOD11A2 hdf file contains 12 different layers. However, 
the daytime LST layer and its corresponding quality layer 
are needed for this application. All LST products have 
been validated with ground-truth (Wan 2007). 

The MOD44W is a Land-water mask in 250m 
resolution derived from several sources such as the 
Shuttle Radar Topography Mission’s (SRTM) Water Body 
Dataset (SWBD) and the MODIS dataset from NASA’s 
terra satellite. There is only one version of this dataset 
projected onto sinusoidal projection in 250m spatial 
resolution for each MODIS tile. This product is an 
improved version of land-water mask products derived 
from spectral data alone because the RADAR offers 
cloud-penetrating capability unlike the MODIS to detect 
terrestrial water bodies (Carroll et al. 2009). 

  

2.2. The vegetation indices 
  

Several vegetation indices from NDVI and LST were 
utilized in our study. They are NDVI, VCI, TCI and VHI. 
The NDVI is reliable and accurate measure of vegetation 
vigor or greenness (Kogan 1993). 

The VCI is used to extract the weather impacts on 
vegetation in the NDVI. Low VCI values indicate bad 
vegetation health due to adverse weather conditions, 
whereas high VCI values indicate healthy vegetation due 
to favorable weather conditions (Kogan 1993). It can be 
calculated by the following equation: 

 
𝑉𝐶𝐼𝑖𝑗 =  

(NDVI𝑖𝑗– NDVI𝑚𝑖𝑛)

(NDVI𝑚𝑎𝑥– NDVI𝑚𝑖𝑛)
 𝑥 𝑠𝑓 

1 

where NDVImax and NDVImin are multi-year maximum 
and minimum NDVI values for a pixel, respectively. 
NDVIij is the NDVI value collected on the date of interest 
in yyyyddd (eg. 2011177 or 06/26/2011) format, year 
with trailing Julian day. For example, for the date of 
2011177, the NDVIi=2011,j=177 value should be inserted into 
(2) and the VCI will take this form VCIi=2011,j=177. Finally, 
the sf, scale factor, can be any positive number. The 
suggested scale factor is 100, but 250 is used in this study 
to get more precision. Another index, TCI was designed 
to compensate the situation when both the NDVI and the 
VCI is depressed as a result of excessive soil wetness. In 
this case, small VCI value is interpreted as drought 
mistakenly. The TCI helps solve this shortcoming of VCI 
(Kogan 1995). The TCI can be computed by this formula 
to assess drought conditions; 

 
𝑇𝐶𝐼𝑖𝑗 =  

(LST𝑚𝑎𝑥– LST𝑖𝑗)

(LST𝑚𝑎𝑥– LST𝑚𝑖𝑛)
 𝑥 𝑠𝑓 

2 

where LSTmax and LSTmin are multi-year maximum and 
minimum LSTs for a pixel, respectively. The date 
numbering of LSTij and TCIij are exactly similar to the 
VCI’s date numbering explained in the previous 
paragraph. The sf, scale factor, is exactly same with the 
scale factor utilized in the (1). It is important to note that 
high LST indicates low vegetation water content 
(Choudhury and Tucker 1987) as opposed to the premise 
that high NDVI signals healthy vegetation. In other 
words, negative relationship between NDVI and LST 
exists during warm months (Sun and Kafatos 2007). For 
this reason, this negative relationship is reflected in the 
TCI equation by subtracting the current value from 
maximum instead of subtracting minimum from the 
current value than so that both low values of TCI and VCI 
identify bad vegetation due to adverse weather. The VHI 
as a final index is designed to combine the reports from 
both VCI and TCI. It is an additive combination of the VCI 
and TCI as depicted by the following equation; 

 𝑉𝐻𝐼𝑖𝑗 =  𝑎 𝑥 𝑉𝐶𝐼𝑖𝑗 + (1 − 𝑎) 𝑇𝐶𝐼𝑖𝑗 3 

where α is the empirical constant that defines 
contributions from two indices. The recommended 
constant for α in (3) is 0.5 (Bhuiyan, Singh, and Kogan 
2006). 

 

3. Implementation 
 

In this section, implementations of the automated 
drought monitoring and analysis from MODIS data will 
be described. The open-source python modules and 
libraries are used in the development. Users who are 
familiar with the ESRI’s ArcGIS can consider a Python 
module as a tool like tools in the ArcGIS toolbox.  

 

3.1. Data download  
 

The data download module is implemented, and 
users can use their functions to download the MODIS 
data of interest by calling the function named 
dailyDownload. This function needs three arguments 



3rd Intercontinental Geoinformation Days (IGD) – 17-18 November 2021 – Mersin, Turkey 

 

  107  

 

including the link of FTP server of MODIS data with the 
specified date, the full target path on the local machine, 
and the name of the MODIS tiles. The dailyDownload 
function will resolve the server’s address, the folder on 
the server where the MODIS data are stored and the date 
of the MODIS data from the given ftp address. Then, the 
function will go into the folder and search the requested 
tiles. Finally, the requested tile for the specified date will 
be retrieved and saved into the given directory on user’s 
local machine. To download multi-date MODIS data, a 
simple for loop is adequate by feeding the parameter of 
the ftp address with new dates. 

 

3.2. The calculation of vegetation indices 
 

Vegetation indices such as NDVI, VCI, TCI and VHI 
were implemented as separate generic functions or tools. 
The implemented python function can be regarded a tool 
that takes arguments from users and works with any 
type of data derived from different sensors. The NDVI 
tool takes RED and NIR band parameters along with 
land/water mask and output file parameters. In the end, 
water bodies are masked out and only land is preserved 
after the NDVI computation. Furthermore, the 
land/water mask parameter is designed to be an optional 
parameter. Like the NDVI function, the VCI tool takes a 
list of input files and their corresponding output files. 
Another implemented vegetation index function is the 
TCI function which takes a list of LST files and their 
corresponding output files that indicate where the TCI 
results will be saved into. The last function is the VHI. 
This function takes one VCI file and one TCI file. 
Obviously, both files must be acquired on the same date. 
These VI functions implemented based on the MODIS 
sensor data are generic functions so they will be able to 
work with Earth observation data from other Remote 
Sensing instrument (e.g., AVHRR). 

 

3.3. Utility functions 
 

The spatial resolutions of MOD11A2 and MOD09Q1 
products are different. All bands such as Red band and 
NIR band in MOD11A2 product are in 250m resolution, 
whereas all bands in MOD09Q1 product are in 1000m 
(1km) spatial resolution. Therefore, each VCI result 
derived from MOD11A2 products has 4800*4800 pixels, 
while each TCI result derived from MOD09Q1 products 
has 1200*1200 pixels. Resampling function was 
implemented to resolve the dimension mismatch 
between VCI and TCI products prior. Moreover, another 
utility function, named gdalMerge, was developed from 
Geospatial Data Abstraction Library’s (GDAL) 
gdal_merge.py program to mosaic tiled-based VHI results 
tiles into one. In addition, a utility function, named 
extractbyshp, was implemented to extract the VHI data 
for the specified administrative district from the large 
VHI files.  

 

3.4. Drought classification 
 

The threshold value to classify drought were 
recommended by (Kogan 2002). However, the threshold 
in the drought classification scheme were modified 
because the data range of the VHI-based drought maps is 

between 0 and 250 as opposed to recommended VHI’s 
data range between 0 and 100 by (Kogan 2002). 
Moreover, the drought severity classes are adopted from 
the classification scheme of the US Drought Monitor 
(USDM). 

 

4. Results  
 

All implemented tools were imported and 
integrated into a “py” file, so that the whole process can 
run in an automated manner after the required 
parameters are fed. Here, the state of Texas, United States 
(US) was chosen to test the automated code for a specific 
Julian day, 177. 

Firstly, the code begins to download satellite data 
from NASA’s server and saved them into separate 
directories whose names are MOD09Q1, MOD11A2 and 
MOD44W.Next, all files with their full paths in the 
MOD09Q1 and MOD44W directories are written into 
different lists and then the NDVI function loops through 
the lists and calculates one NDVI image for each 
MOD09Q1 product and its corresponding water mask 
extracted from MOD44W products. For the TCI function, 
all LST files with the same pattern are noted in a list and 
fed to the TCI function, while all NDVI files with the same 
pattern are entered to the VCI function. After all VCI and 
TCI data are computed, all results in TCI and VCI 
directories with their full paths are written into separate 
lists. The VHI function loops through these two lists and 
calculates VHI results. After completion of VHI 
calculation, merge operation takes place by mosaicking 
five tiles in the study area. Later, extraction of Texas by 
state’s administrative GIS shape file from mosaicked 
large VHI results one by one is completed. Consequently, 
drought classification scheme is applied to each VHI 
results. The flow of the drought model is well illustrated 
in Figure 1. One example VHI map is given in Figure 2. 

  

 
Figure 1. Flow chart of the study 

 

5. Conclusion  
 

In this study, satellite data-based drought indices 
calculation to detect droughts was successfully 
automated from data download through final drought 
products. The whole process is streamlined in the Python 
modules. An example of drought monitoring and analysis 
for the state of Texas is given to demonstrate this 
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method. The most prominent feature of the Python 
programming language is that programmer doesn’t 
necessarily implement every function from scratch. 
Freely available packages implemented by other 
programmers in Python such as NumPy, SciPy (Scientific 
tools for Python) and GDAL can be downloaded from the 
internet. Later, users can integrate or reuse desired 
functions in these packages into their own programs. 
This integration is so intuitive and seamless that only a 
single line, importing user-desired function from the 
package, is adequate. Besides freely available open-
source libraries, built-in methods in Python allow to list 
files in directories, search for a specific pattern in 
filenames and record filenames that match the pattern in 
lists very quickly and easily.  

 

 
Figure 2.  Resulting Drought Map 
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 Image processing is a well-established field with researches involving its numerous 
applications and techniques constantly updated. However, there exists a gap in knowledge on 
the processing of images in real-time. Lately, real-time image processing has grown in 
applications. Applications which include face detection, traffic management, etc. However,  
processing of real-time images may require two or more of these toolboxes which may not be 
compiled either because of the complex coding involved or the low technical expertise of the 
user. Hence, the need for the design of a user-friendly program that can display the properties 
of digital images in real-time which this research aims to explore. The user-friendly program 
will require low technical expertise to operate. It will also collate together useful digital image 
processing toolboxes. To develop the above program, MATLAB software was used. The 
program was then compiled and tested with images acquired from various sources, the results 
of which successfully displayed various properties of images through operations like object 
detection and face detection in real-time. 

 

 
 
 
 

1. Introduction  
 

Digital image processing consists of the manipulation 
of digital images using digital computers (Silva & 
Mendonca, 2005). It typically involves filtering or 
enhancing an image using various types of functions in 
addition to other techniques to extract information from 
the images (Padmappriya & Sumalatha, 2018).  

Some of the important applications of digital image 
processing include remote sensing, face detection, edge 
detection, feature extraction, computer vision, 
forecasting, optical character recognition (Padmappriya 
& Sumalatha, 2018). Even the multimedia system heavily 
relies on digital image processing. Despite growing 
applications of real-time image processing like face 
recognition, object detection. There exists a gap in 
knowledge on the processing of images in real-time. Also, 
processing of real-time images may require two or more 
of these toolboxes which may not be easily together 
easily accessed either because of the complex coding 
involved or the low technical expertise of the user. Hence, 
the need for the design of a user-friendly program that 
will display the properties of digital images in real-time 

which this project aims to explore. The user-friendly 
program will require low technical expertise to operate. 
It will also collate together useful digital image 
processing toolboxes. 

During the time of the growth of image processing, 
programmers were working on designing a system that 
would process images mathematically (in form of vectors 
and matrices) in a simple, interactive way. Quite a few 
programming languages were developed for this 
purpose, but the MATLAB programming language gained 
global recognition, especially among teaching facilities 
for its ease of use and wide range of applications. Many 
libraries were then developed on MATLAB for image 
processing-related tasks; among them is the Image 
Processing Toolbox (Kalevo, 2019).  
 

2. Method 
 

The vital points considered when designing a 
software tool are that it functions. It can easily be read 
and understood, as these aid its systematic modifications 
when required. For a program to function properly, 
certain conditions and requirements associated with the 
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problem or class of problems they are intended to solve 
must be satisfied.  Likewise, the specifications which 
include a detailed description of the purpose, or function, 
inputs, method of processing, outputs, and any other 
special requirements) must be known to design an 
effective algorithm or computer program, which must 
work completely, correctly, and adequately well. 
 The steps taken in the design process are listed as 
follows: 
 
Step 1 Problem analysis:  

The research in context entails the development of a 
user-friendly program that will display the properties of 
an image in real-time. 
 
Step 2 Problem statement 

The research which aims to develop a user-friendly 
program that will display the properties of an image in 
real-time revolves around image processing and image 
analysis. 

According to professionals like Stipanicev and 
Alasdair, digital image processing involves changing the 
nature of images either to improve their pictorial content 
for human interpretation or to make it more suitable for 
autonomous machine detection. 

Digital image analysis is the extraction of meaningful 
information from digital images utilizing digital image 
processing techniques. Image analysis tasks range from 
the simple task of reading bar-coded tags to 
sophisticated ones such as face recognition from images. 
 
Step 3 Processing Statement 

The required input for the user-friendly program is a 
digital image (geospatial or non-geospatial). The outputs 
of the user-friendly program are information, geometric 
properties of the inputted digital image, and likewise a 
transformed and processed digital image. 
 

Step 4 Flow chart 

Fig. 1 shows the flowchart of the workflows of the 
processes adopted in the program design.  

 
START PROGRAM 

INPUT 
IMAGE 

INPUT IMAGE 
PARAMETERS 

PROCESS IMAGE 

DISPLAY 
OUTPUT 
IMAGE 

Y

END PROGRAM  
Figure 1. Flowchart of the workflows adopted in the 
program design 
 

Step 5 Program algorithm 
In designing a GUI, the proper visual composition is a 

must to give the user an aesthetically pleasing working 
environment. Colours, alignment, and simplicity of look 
should be chosen carefully. Every function, button, or any 
other object should have its meaning, simple and 
understandable by an average program user. Similar 
components should have conforming looks and usage. 
Functions ought to produce results quickly and with 
ease. 

 

3. Results  
 

3.1. Graphical user interface design implementation 
(GUI) 

 

For the project, the GUI was designed using app 
designer. The components used are text boxes, push 
buttons, pop-up menu, static text, axes. Push buttons 
generate actions when clicked. For example, a clicked OK 
button might apply settings and close a dialog box. When 
you click a push button, it appears depressed; and raised 
when you release the mouse button. 

The Graphical user interface was designed with a 
menu bar consisting of 7 menus with each of their 
respective submenus (see Fig. 2). The list of menus 
included in the menu bar was: 

i. Menu – The menu tab was designed with a drop-
down list of submenus – New, Open, Save, Save As, 
Resize, Compress, and Exit. 

ii. Basıc Operatıons – The Properties, Pixel info, 
Thresholding, Image Negative, Bit Plane, Binary, 
Greyscale, Red Band, Green Band, Blue Band, and 
Brightness tab were included as submenus of the Basic 
Operations tab. 

iii. Spatıal Operatıons – Laplacian, Sobel, Prewitt, 
Median filter, Averaging, and Weighted Averaging were 
included as submenus of the Spatial operations tab. 

iv. Frequency Domaın – Gaussian Low pass, 
Gaussian High pass, Butterworth Lowpass, Butterworth 
High pass. 

v. Hıstogram – Image Histogram, Histogram 
Equalizations 

vi. Geometrıc Calculatıons – Coordinates, Distance, 
Area. 

vii. Help – About, Instructions. 
 

 
Figure 2. This is a screenshot of the interface of the user-
friendly program designed with MATLAB 
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3.2 Program testing and debugging 
 

Various operations were performed on test images 
using the user-friendly program. Results obtained are 
shown in Fig. 3 and 4. Properties of a test image derived 
by the program are shown in Fig. 4. Properties that can 
be extracted from the properties table are highlighted 
under the name column. For this particular image. The 
file format of the image is jpg i.e the image is a jpg file 
while the spatial resolution of the image is 144 by 144 
and the image is a truecolour image. 

  

 
Figure 3. Image conversion to binary  
 

 
Figure 4. Image properties generated with the user-
friendly program 
 
 3.3. Real-Time image processing 

 
The real-time images were gotten from a phone 

camera connected to the user-friendly program on the 
computer through the IP address of the phone. The 
videos are displayed on the interface of the program as a 
set of running frames with various operations like face 
detection (see figure 5) and edge detection  performed on 
the frames of the videos with high accuracy 

 
Figure 5. Screenshot of the face detected with the user-
friendly program 
 

4. Discussion 
 

After conceptualization and design, the graphic user 
interfaces of each component program were the 
output/result of the program development.  Each of 
these programs combined MATLAB app development 
components and data was passed efficiently through 
these development objects. 

Real-time image processing operations like edge 
detection, face recognition were carried on real-time 
images gotten from cameras connected to the MATLAB 
GUI via IP address. 

The final result of the development was a standalone 
application compiled through the MATLAB deploy tool, 
which can be used on any computer even if it does not 
have MATLAB installed on it. 

 

5. Conclusion  
 

This research paper outlines the use of MATLAB 
software to develop a program that displays image 
properties in real-time. It has been defined that the value 
and quality of information obtained through image 
processing is a function of the methods and software that 
are used, and is the fundamental benchmark of precision 
and accuracy on which any project is based on. Hence, an 
attempt was made to develop a program that can handle 
image processing in real-time. 

This paper also includes the methodological adoption 
of the use of MATLAB program to design a graphical user 
interface, which is user-friendly and flexible.  
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 Evaporation, inability to feed from land, and especially in areas where the lagoon joins the sea, 
deposits that form over time form embankments, such as lake level changes over time, causes 
a change in lake level. Remote sensing methods, which provide important advantages in the 
detection of this change, also provide information about the parameters affecting the lake 
ecosystem. One of the parameters affecting the lake ecosystem is the surface water 
temperature. In the study, the Karina Lagoon located in Aydın was examined. The aim of the 
study is to determine the temperature changes in the lake surface water between 1985 and 
2020 using Landsat satellite images. Firstly, Automatic Water Extraction Index (AWEI) was 
applied to Landsat satellite images in order to determine the lake surface area. Firstly, the 
Automatic Water Extraction Index (AWEI) was applied to the Landsat satellite images to 
determine the lake surface area. Thus, the spatial change in the lagoon was determined as a 
decrease of 6.85%. The AWEI method worked with a minimum accuracy of 91%. Then, the 
lake surface temperatures were determined by using the thermal bands of the satellite images. 
Maximum measured water temperature of 30.42 0C, minimum measured 17.93 0C. 

 
 
 
 

1. Introduction  
 
One of the places that attract attention in terms of 

tourism and attract the most attention is the natural 
areas, especially national parks, which are under 
protection (Bekdemir et al., 2010). Dilek Peninsula 
Büyük Menderes Delta National Park is located at the last 
point where Dilek Mountain reaches the Aegean Sea 
within the borders of Aydın province and has an area of 
27,675 hectares. 10,985 hectares of this area belong to 
Dilek Peninsula, which was declared a National Park on 
19.05.1966, and 16,690 hectares to Büyük Menderes 
Delta, which was declared a National Park in 1994. Dilek 
Peninsula has a great importance in terms of containing 
elements of Mediterranean Flora Region and European 
Siberia Flora Region. Büyük Menderes Delta contained in 
Biological Diversity, endangered species, endemic 
species and the International Convention on wetlands 
(Ramsar), the European Convention for the protection of 
wildlife and habitats (Bern), the convention on Biological 
Diversity (Rio) and the convention on the protection of 
the Mediterranean Sea against pollution (Barcelona) is 
intended as within the scope of a protected zone. Büyük 

Menderes Delta, which is of international importance, 
has the feature of "Class A Wetland". Due to its diversity, 
Dilek Peninsula and Buyuk Menderes Delta National Park 
have been declared as a ‘Flora Biogenetic Reserve Area’ 
by the Council of Europe and have been protected. 

As a result of the displacement of the river in the 
Büyük Menderes Delta and the separation of the alluvium 
it carries from the sea by blocking the way of the old bays 
and bays, many lagoons large and small have been 
formed in the delta. Karina Lagoon, one of the lagoons 
formed, is located within the borders of Dilek Peninsula 
Büyük Menderes National Park. 

 
Figure 1. Study Area 
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Karina Lagoon, the location of which is shown on the 
map with Fig. 1, had an area of 2794.14 hectares in 1985, 
while it reached an area of 2602.71 hectares in 2020. 
However, the lagoon, which reached its widest limits in 
2005 and reached its smallest limits in 2020, is an 
indication that there is no linear increase or decrease in 
the lake. In addition to this spatial change, when the 
changes in lake water temperatures are examined, it has 
been determined that the maximum temperature was 
30.420C in 2000 and the minimum temperature was 
17.930C in 2010. 
      
2. Method 

 

In the study, the Karina Lagoon water surface area 
change was examined using satellite images In this 
context, satellite images obtained from Landsat 5 TM and 
Landsat 8 OLI-TIRS sensors were used. Landsat satellite 
data has important advantages in monitoring and 
evaluating long-term land changes (Gülci et al.,2019). 

Landsat 5 TM data from 1985-2011 and Landsat 8 
OLI-TIRS data from 2013-2020 were used as image data 
in the study. Satellite images are available free of charge 
from the USGS (United States Geological Survey). While 
selecting satellite images, due to the fact that the weather 
conditions are approximately the same in the same 
season, it was paid attention to the images obtained in 
the same months while selecting images from different 
years. In order to minimize the effect of factors such as 
clouds and atmospheric humidity that directly affect the 
image quality, June was preferred when the cloudiness 
rate was low (Özcalik et al., 2020). The accuracy of the 
results obtained was tried to be improved by selecting 
images with 10% or less cloudiness. 

 

2.1. Image preprocessing 
 

Electromagnetic radiation detected by various 
sensors, gases moving towards the sensing sensor from 
the earth's surface, are exposed to atmospheric 
(scattering, absorption by aerosols, etc.) effects. 
Radiometric distortions occur due to the changes in the 
light falling on the images, the geometry of the view, 
atmospheric conditions and the response time of the 
sensor Atmospheric and radiometric corrections should 
be applied on satellite images in order to minimize the 
resulting system errors and to eliminate the distortions 
caused by atmospheric particles. (Bektaş et al.,2008 ; 
SONG et al., 2001; Liang, 2004). In order to achieve 
optimum accuracy in the analyzes in the studies on the 
detection of spatial changes that occur over time, 
preprocessing procedures should be applied to the 
images. 

The formula given in Equation (1) and Equation (2) 
was applied to the obtained images. Then the 
classification process was carried out.  

 
𝜌 𝜆 =  𝜋  ∗  ((( 𝐿𝑀𝐴𝑋𝜆  −   𝐿𝑀𝐼𝑁𝜆 )/ (  𝑄𝐶𝐴𝐿𝑀𝐴𝑋  −  𝑄𝐶𝐴𝐿𝑀𝐼𝑁))  * 

  (𝑄𝐶𝐴𝐿 –  𝑄𝐶𝐴𝐿𝑀𝐼𝑁)  +  𝐿𝑀𝐼𝑁 𝜆)  - ((( 𝐿𝑀𝐴𝑋𝜆  −   𝐿𝑀𝐼𝑁𝜆 ) / (  𝑄𝐶𝐴𝐿𝑀𝐴𝑋  

−  𝑄𝐶𝐴𝐿𝑀𝐼𝑁))  ∗  (𝑥  −  1)  +  𝐿𝑀𝐼𝑁𝜆)) ∗  𝑑2 / 𝐸𝑆𝑈𝑁𝜆  ∗  𝑐𝑜𝑠 𝜃𝑠                                                              

(1) 

 

𝜌 𝜆 = ((( 𝑀𝜌 ∗  𝑄𝐶𝐴𝐿) + 𝐴𝜌) − (( 𝑀𝜌 ∗  𝑥  ) + 𝐴𝜌)) / (𝑐𝑜𝑠 

(35.20373 ∗  𝜋 / 180))        (2) 
 

2.2. Band ratio methods 
 

A new image is obtained by applying arithmetic 
operations to bands representing different spectral 
ranges. It is possible to highlight the attribute of an object 
over the resulting image.  

In this study, the characteristics of each target 
between different spectral bands were analyzed using 
the AWEI band ratio technique. Based on the analysis, the 
land is separated from the water surface by finding the 
differences between the water and other targets (Yu et 
al., 1998; Xu 2002). 

 

2.2.1. AWEI 
 

The AWEI band ratio index was developed to 
increase the contrast between water and other dark 
surfaces. The primary goal of the AWEI formulation is to 
maximize the separability of water and non-water pixels 
by applying band difference, splice and different 
coefficients. (Feyisa et al., 2014). The AWEI index can be 
calculated using the formula given in Equation (3). 

 
𝐴𝑊𝐸𝐼 = 4*(𝜌𝑔𝑟𝑒𝑒𝑛 − 𝜌𝑆𝑊𝐼𝑅1) − ((0.25*𝜌𝑁𝐼𝑅)+ 

(2.75𝑥𝜌𝑆𝑊𝐼𝑅2 ))     (3)      (Feyisa et al.,2014;Şener,2016) 
 
2.3. Determination of lake surface water 

temperatures using thermal band 
 
In this study, surface water temperature values 

were determined using the thermal bands of Landsat 5 
and Landsat 8 satellites. In order to determine the 
surface temperature values from the Landsat satellite 
image, the images were downloaded from the USGS web 
page with their metadata in GeoTIFF format. First, the 
digital number (DN) in the image was converted to 
spectral radiance values using formula (4) and formula 
(5). 

Landsat 5 Digital number to radiance conversion: 
 
          𝐿𝜆 = (𝐿𝑚𝑎𝑥𝜆−𝐿𝑚𝑖𝑛𝜆) (𝑄𝑐𝑎𝑙𝑚𝑎𝑥− 𝑄𝑐𝑎𝑙𝑚𝑖𝑛) ∗ (( 
𝑄𝑐𝑎𝑙 − 𝑄𝑐𝑎𝑙𝑚𝑖𝑛 ) + (𝐿𝑚𝑖𝑛𝜆))    (4) 
           
        Landsat 8 Digital Number to Radiance conversion: 

 
Lλ= ML*QCAL+AL                 (5) 

 
         Where : 
𝐿𝜆: spectral radiance values (Watts/(m2*sr*μm),  
𝐿𝑚𝑖𝑛𝜆: Spectral radiance values scaled to Q𝑐𝑎𝑙𝑚𝑖𝑛, 
𝐿𝑚𝑎𝑥𝜆: Spectral radiance values scaled to 𝑄𝑐𝑎𝑙𝑚𝑎𝑥, 
𝑄𝑐𝑎𝑙: Calibrated pixel values  
𝑄𝑐𝑎𝑙𝑚𝑖𝑛: Calibrated minimum pixel values  
𝑄𝑐𝑎𝑙𝑚𝑎𝑥: Calibrated maximum pixel values  
        K1 and K2 Thermal Conversion Constants given by 
the USGS (2013) are used during the process (6) of 
converting radiance values obtained from Landsat 
satellite images to luminosity temperatures (Table 1). 
 
𝑇 = 𝐾2/𝑙𝑛(𝐾1/𝐿𝜆 +1)                            (6)  
 
Where: 
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𝑇 : Temperature (oK) 
𝐿𝜆 : spectral radiance values (Watts/(m2*sr*μm). 
K1 : First thermal conversion constant of Landsat 
satellite 
K2 : Second thermal conversion constant of Landsat 
satellite 
 
Table 1. K1 and K2 thermal conversion constants of Landsat 
satellites (USGS, 2013) 

Sensör K1 K2 
Landsat 5 607,76  1260,56 

Landsat 8 
Band 10 774,89  1321,08 
Band 11 480,89 1201,14 

 

3. Results  
 

Within the scope of the study, the water surface area 
in the satellite images was determined by firstly applying 
AWEI. Then, the spatial change that occurred between 
1985 and 2020 was determined. The results of the AWEI 
technique applied to the satellite images are given in Fig 
2. Looking at the results given in Table 2 and Fig 3, the 
spatial variation of the lagoon and the accuracy results of 
the method used can be reached. The resulting change is 
given in Table 3. 

 
Figure 2. AWEI Index Results 
 

 
Figure 3. Water Surface Area (hectar) 

 
 
 
 
 
 

Table 2. Areas and accuracy results calculated with AWEI 
index 

 
 Table3. Area Changes 

Years Change (%) 
1985-1990 -5.26% 
1990-1995 +8.54% 
1995-2000 -6.05% 
2000-2005 +8.59% 
2005-2010 -5.46% 
2010-2020 -6.07% 
1985-2020 -6.85% 

 
Then, the temperatures of the Karina Lagoon water 

surface were determined by first converting the 
reflectance values of the thermal bands of Landsat 5 and 
Landsat 8 satellites to radiance and then converting the 
obtained radiance values to brightness temperature. 

The change in the lagoon water temperature is given 
in Fig 4. and Table 4. The temperature changes are 
visualized on the graph given in Fig. 5. 

 

 
Figure 4. Water Temperature 

 
Table 4. Water Surface Temperatures 

 Water Temperature 
Years Max (0C) Min (0C) 
1985 24.97 18.83 
1990 22.81 19.28 
1995 24.11 22.36 
2000 30.42 21.89 
2005 22.38 18.39 
2010 24.54 17.93 
2015 26.81 24.73 
2020 22.66 21.78 

Mean (0C) 24.84 20.65 
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Water Surface Area

Water Surface Area

Years Water Surface 
Area (ha) 

Overall 
Accuracy 

1985 2794.14 99.00% 
1990 2647.08 97.00% 
1995 2873.34 94.00% 
2000 2699.28 94.00% 
2005 2931.39 91.00% 
2010 2771.19 97.00% 
2020 2602.71 97.00% 



3rd Intercontinental Geoinformation Days (IGD) – 17-18 November 2021 – Mersin, Turkey 

 

  116  

 

 
Figure 5. Water Surface Temperature (0C) 
 

4. Conclusion & Discussion 
 

In this study, 6 Landsat 5 satellite images belonging to 
the years 1985-2011 and 2 Landsat 8 satellite images 
belonging to the years 2011-2020 were used. While 
selecting satellite images, summer months with less 
cloudiness were preferred and all images were obtained 
from June of the relevant year. After the images used 
were preprocessed, the surface area of the Karina Lagoon 
was determined by applying the AWEI technique. By 
comparing the determined water surface areas with each 
other, the amount and direction of the spatial change was 
determined. In this context, when the results of the AWEI 
index are examined, there is no linear increase or 
decrease. The lagoon area, which was 2794.14 hectares 
in 1985, was measured as 2602.71 hectares in 2020. The 
lagoon reached its widest area in 2005 with 2931.39 
hectares. The lagoon area decreased by 6.85% in total 
from 1985 to 2020. As a result of the accuracy analysis, 
the AWEI technique, which works with a minimum of 
91% accuracy, has been successful in extracting the 
water body. 

In addition to the spatial change, the lagoon surface 
water temperatures and the change trend of the 
temperatures were examined and compared. Surface 
water temperatures were calculated using the thermal 
bands of the Landsat satellite. The surface water 
temperature, which reached the highest measured 
temperature at 30,420C in 2000, reached the lowest 
temperature at 17,930C in 2010. Surface water 
temperatures average 24,840C at the highest and 20,650C 
at the lowest. When the lagoon water surface 
temperature changes are examined on the dates 
evaluated within the scope of the study, the water 
temperature, which is relatively lower in the inner parts 
of the lagoon, was measured higher in the coastal areas. 
(Şener, 2016). 
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 Aerosol Optical Thickness (AOT) is the most fundamental parameter for determining the 
optical properties of aerosols, which can be extracted from remotely sensed images using the 
atmospheric correction equation for atmospheric reflectance and radiative transfer model. 
This study used multi-temporal and multi-spectral Landsat imageries of Lagos Metropolis at 
two epochs (2002 and 2020) to evaluate the AOT levels in the metropolis. The 6S model was 
used to generate a Look-Up Table (LUT) using Py6S, a python based 6S module. This was used 
to simulate the AOT using land surface reflectance and top of atmosphere reflectance. A 
comparative assessment of the method against the ground-based measurements of particulate 
matter (PM) at three different locations shows a strong positive correlation between the 
imagery-derived AOT values and PM . Generally, the AOT values increased from 2002 to 2020 
and this could be explained by the increased urban expansion in the metropolis. This alarming 
scenario requires urgent intervention and mitigation efforts. Remote sensing-based AOT 
monitoring is a possible solution. 

 

 
1. Introduction  

 

Air pollutants such as Ozone (O3), Nitrogen dioxide 
(NO2), Sulphur dioxide (SO2), Carbon monoxide (CO), 
Particulate matter (PM, also known as aerosol) have 
negative impacts on human health and the environment 
(Nguyen et al., 2019; Althuwaynee et al., 2020). These 
pollutants have led to more deaths in Nigeria than in 
South Africa, Kenya, and Angola combined. Atmospheric 
aerosols from either natural or anthropogenic sources 
have significant impacts on air quality and climate. These 
aerosols consist of solid and liquid microscopic particles 
and gas carriers and are poly-disperse systems 
suspended in the atmosphere with particle sizes ranging 
between 10-3 μm and 102 μm (Yang, 2017). According to 
Zhang et al. (2015), AOT is a typical atmospheric 
monitoring measure of aerosols. Ground-based sun 
photometers and satellite sensors are the two primary 
approaches for monitoring aerosols (Wei et al., 2020). 
The ground-based platforms can provide real-time data 
that can be used in calibrating satellite-borne AOT 
instruments to improve the accuracy of the AOT retrieval 
algorithm in the remote sensor. Also, satellite monitoring 

systems play vital roles in broad-level or macro-scale 
derivation of spatial data (Ranjan et al., 2020). Compared 
to the ground-based technique of aerosol monitoring, 
Remote Sensing (RS) and Geographic Information 
Systems (GIS) offer a cost-effective and timely approach 
to atmospheric aerosols monitoring. From a holistic 
perspective, this study assesses the spatio-temporal 
dynamics of aerosol concentration in the Lagos megacity, 
specifically within the 17 Local Government Areas 
(LGAs) of the metropolis using multi-spectral and multi-
temporal Landsat imageries. The spatial variability of 
AOT was estimated based on the improved dark target 
method. The dense dark vegetation (DDV) technique was 
used to estimate the land surface reflectance. The DDV 
approach involves detecting dark pixels and estimating 
their reflectance and this mainly implements two visible 
bands (blue and red) and one SWIR band. 

Furthermore, the retrieved AOT values were used to 
analyze the concentrations of fine particulate matter 
(PM), which is a major contributor to air pollution. 
Validation of the AOT results from the satellite imageries 
was done using ground-based PM measurements. 
Information concerning the concentration and variability 
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could help decide where to set up air pollution 
monitoring stations in the state. With the view of making 
cities and human settlements inclusive, safe, resilient, 
and sustainable, this study contributes to the United 
Nations Sustainable Development Goal (SDG) Number 
11. Specifically, goal 11.6 aims to reduce the adverse per 
capita environmental impact of cities, with special 
attention to municipal and other waste management by 
2030. The rapid growth of the Lagos megacity and its 
projected increase justifies the need to study the  
dynamics and futuristic outlook of air quality in the  state.  
 

2. Methods 
 

2.1. Study area 

 
The study area (Lagos Metropolis, shown in Figure 1) 

lies between latitudes 6˚20’00’’N - 6˚42’10’’N and 
longitudes 3˚02’30’’E - 3˚42’40’’E. It comprises of 17 
Local Government Areas (LGAs). Lagos Metropolis is 
known in Lagos State as one of the world's megacities 
experiencing rapid urbanization and urban sprawl 
(Obiefuna et al., 2018). The climate is controlled by two 
air masses: tropical continental and tropical maritime air 
masses. The latter is wet and originates from the Atlantic 
Ocean, while the former originates from the Sahara 
Desert and is warm, dry and dusty (Obiefuna et al., 2013). 
The region experiences typically two seasons: the rainy 
season (April-October) and the dry season (November-
March). Lagos City is strongly affected by sea-based 
disturbances with an average wind speed of 4.3 km/h 
and  monthly average temperatures ranging from 28.6 ˚C 
in July/August to 33.7 ˚C in February/March, whilst the 
air is very hot throughout the year (Ojeh et al., 2016). 

 

 
Figure 1. Map of study area 

2.2. Datasets  
 
Landsat Imagery: Landsat 7 Enhanced Thematic 
Mapper (ETM) (2002-12-28) and Landsat 8 Operational 
Land Imager (OLI) (2020-01-20) satellite imageries were 
downloaded from the online archive of the United States 
Geological Survey (USGS) 
(https://earthexplorer.usgs.gov/). 

Particulate Matter: Particulate matter (PM1.0, PM2.5, and 
PM10) data were obtained with the ground-based air 
quality egg instrument. The device was used to acquire 
the PM data at the selected critical sites (Ojota, Iwaya, 
and Mushin). The data were measured on a weekly basis 
between 9:00 am and 5:00 pm from February 2019 – July 
2019.  
 
2.3.  Land surface reflectance determination 

        The DDV technique was adopted in this study to 
estimate the land surface reflectance. This was done 
using the improved dark-pixel method developed by 
Levy et al. (2010), which is dependent on Normalized 
Difference Vegetation Index (NDVI) and scattering angle. 
The equations for determining the surface reflectance 
are given in  Luo et al. (2015) and Ou et al. (2017). 
 
2.4.  Constructing the Look-up Table (LUT) 

        Radiative Transfer Models (RTMs) are commonly 
used in atmospheric science to simulate the passage of 
solar radiation through the atmosphere. They have a 
variety of applications, including atmospheric analysis 
and the design of solar energy systems, and are 
commonly used in remote sensing and earth observation, 
but with regard to the various parameters of input and 
outputs, they are also seen as challenging to use (Wilson, 
2013). The 6S mode of radiation transfer is a model of 
atmospheric radiation transfer that has been used in the 
Earth-atmosphere system to simulate the transmission 
of solar radiation, and it is a commonly accepted and 
applied model (Vermote et al., 1997; Zhao et al., 2016).  
6S is used operationally as part of the atmospheric 
correction procedure for Landsat Thematic Mapper (TM) 
and MODIS. In addition, 6S is often widely used by end-
users for atmospheric correction of images from various 
sensors. Py6S is a Python interface to the 6S model. In 
this study, the 6S model was run on the Python interface 
to simulate the atmospheric properties of the Landsat 8 
OLI and Landsat 7 ETM sensor for blue and red bands. 

2.5.  Image classification 

       Using the maximum likelihood classification 
algorithm, the satellite imageries were classified into five 
information classes – bare land, built-up area, vegetation, 
water body and wetland. This image processing 
operation was carried out with the ENVI Classic v 5.0.  

2.6. Quantitative analysis and validation 

       The quantitative analysis enabled an understanding 
of the values associated with spatial and temporal 
changes. Descriptive statistics were used to summarize 
the data for interpretation. For validation, Pearson’s 
correlation coefficient was used to infer the level of 
interdependence between imagery-based AOT for year 
2020 and the ground-based PM data. 

3. Results 
 

This section presents the imagery-derived AOT maps 
and land cover maps for 2002 and 2020 and the spatial 
and temporal analysis, as well as the validation with 
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ground-based PM data. Figures 2 and 3 present the 
variation in aerosol optical thickness and the spatial 
variation in land cover respectively over Lagos 
Metropolis.  Tables 1 and 2 present the AOT distribution 
per land cover class and the coefficients of correlation 
between PM and AOT.  

 
Figure 2. Variation in aerosol optical thickness over Lagos 
Metropolis – (a) 2002 (b) 2020 

 
Figure 3. Spatial variation of land cover over Lagos Metropolis 
– (a) 2002 (b) 2020 

Table 1. AOT distribution per land cover class 
Class Year Count Min Max Mean 

Bare land 
2002 131625 0.11 0.98 0.40 
2020 27294 0.37 1.70 1.25 

Built-up area 
2002 483444 0.05 0.60 0.35 
2020 896934 0.37 1.75 1.32 

Vegetation 
2002 554683 0.07 0.80 0.33 
2020 207787 0.37 1.68 1.03 

Wetland 
2002 231202 0.08 0.48 0.32 
2020 280720 0.36 1.66 0.73 

 
4. Discussion 

Generally, the AOT distribution over the Lagos 
metropolis is observed to have increased over the years. 

This could be due to the increasing urbanization as 
observed by Offor et al. (2016).  It can be observed that 
the correlation between the imagery-derived AOT for 
year 2020 and the different sizes of PM in Ojota are 
negative, possibly, due to the time the data was acquired 
(evening) as opposed to the high positive correlation 
value in Okobaba, which was acquired during the 
daytime. The correlation values between AOT and PM in 
Iwaya are positive but less in magnitude in comparison 
to that of Okobaba. 
 

Table 2. Correlation coefficients of the relationship between in-
situ PM data and imagery derived AOT for year 2020 

Location   PM1 PM2.5 PM10 AOT 

O
jo

ta
 PM1 1.00 0.99 0.99 -0.62 

PM2.5 0.99 1.00 0.99 -0.62 

PM10 0.99 0.99 1.00 -0.67 

AOT -0.62 -0.61 -0.67 1.00 

Iw
ay

a 

PM1 1.00 0.99 0.99 0.26 

PM2.5 0.99 1.00 0.99 0.28 

PM10 0.99 0.99 1.00 0.29 

AOT 0.26 0.28 0.29 1.00 
O

k
o

b
ab

a
 

PM1 1.00 0.98 0.98 0.70 

PM2.5 0.99 1.00 0.99 0.73 

PM10 0.98 0.99 1.00 0.73 

AOT 0.70 0.72 0.73 1.00 

 

 The land cover classification results clearly showed 
that the study area had undergone tremendous spatial 
changes in its land cover. The observed changes in the 
land cover results are corroborated by the results of 
Obiefuna (2021), where an increase in the built-up area, 
decrease in bare land, and decrease in vegetation cover 
were observed between 2001 and 2019. In addition, a 
slight decrease in water bodies was also reported within 
the same period. Recently, Faisal et al (2021) reported a 
similar result in their study on the analysis of urban 
growth and land cover change scenario in Lagos.  

The results of the relationship between AOT and Land 
cover reveal how AOT varied spatially with different land 
cover types. The high AOT observed in the built-up areas 
and bare lands agrees with the studies of Sun et al. 
(2016), and Liu et al. (2020). However, Liu et al. stated 
specifically that AOT values are highest in the spring 
season due to the presence of dust particles in the 
atmosphere. This corroborated the generally high AOT 
observed in this study. Although the AOT values over 
vegetation cover and wetland are relatively low 
compared to other land cover types, the values are still 
higher than usual. This could be due to some vegetation 
and wetlands being sandwiched in between the built-up 
areas and bare lands.  

 

5. Conclusion  

This paper has monitored and examined the AOT 
concentration in the Lagos Metropolis and its 
relationship with land cover at two epochs (2002 and 
2020). This study only examined the air pollution 
distribution during the dry season (between December 
and January). Studies have shown that air pollution is 
higher in the dry season than in the wet season, during 
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which dust-laden north-easterly trade winds blow in 
from the Sahara Desert (Offor et al. 2016). Akinyoola et 
al. (2018) reported that the aerosol 
loading/concentration is of high increase in the south-
south and southwestern (coastal) regions of Nigeria. This 
corroborates the generally high aerosol concentration 
observed in the study area in our findings. 

The study showed how increased urbanization has 
increased the AOT concentration in the metropolis 
drastically over the years. The increased AOT observed 
in the area indicates the ever-present urbanization 
activities, including industrial and traffic activities. To 
curb the ever-increasing urban air pollution in the Lagos 
metropolis, more research should be carried out to 
examine the dynamics of AOT and Particulate matter 
concentration. This is because of the dynamic nature of 
air pollution in the coastal area has not been fully 
explored. Also, a full-scale monitoring of air pollution 
over the whole of Lagos State should be encouraged to 
inform the government and air quality control agencies 
of the present state of this perilous atmospheric 
phenomenon. Researchers should adopt satellite-based 
methods for air quality monitoring in Lagos State based 
on cost and timely benefits.    
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 This paper focused on the various Federal Government dams in Nigeria, categories, location 
distribution and capacity. The study observed that the dams, though spread across many 
states that form the various geo-political zones in the country vary in number, structures, and 
are not evenly spread. The results obtained from this study showed that more quality dams 
are needed in the country. 

 
 
 
 
 
 
 
 

1. Introduction  
 

A dam is a structure built across a river or stream to 
hold back water. People have used different materials to 
build dams over the centuries. Ancient dam builders used 
natural materials such as rocks or clay. Modern-day dam 
builders often use concrete. 

Nigeria is blessed with a vast expanse of inland 
freshwater and brackish ecosystems. Their full extent 
cannot be accurately stated as it varies with season and 
from year to year depending on rainfall. These water 
resources are spread all over the country from the 
coastal region to the arid zone of the Lake Chad Basin.  

İn Nigeria like in many other parts of the world, dam 
projects are often seen as key to economic solution 
through hydroelectric power supply (Youdeowei, 2019). 
İt equally supports water supply and agricultural 
pursoses. (Oluwayemi, 2012) noted that some of the 
problems Geographic Information System (GIS) can 
tackle in a nation include making avaailable ready-made 
data for infrastructural and facilities distribution and 
enabling the nation to know her resources, their location 
and planning towards managing them. 

Due to its relevance, some previous works had been 
done on dams e.g. (Ang et al. 2020) developed a 
framework of dam classification to organize the 
categories of the echohydrology relationship for 
implementing environmental flows while (Nasrat et al. 

2020) worked on classification of dams by their potential 
hazards and how to prevent future failures. 
 
2. Method 

 

The methodology adopted was to collect data from 
the government ministry in charge (which in this case 
was the Federal Ministry of Water Resources).  

A geodatabase was created with these data using 
ArcGIS software. Based on this, our analysis and results 
were generated. 

 

2.1. The dams data 
 

Data were not readily available so sourcing for it 
gave a little challenge. The data provided by the Federal 
Ministry of Water Resources (FMWR) was an excel file 
which classified the dam data and these classifications 
were used to carry out the analysis.  

It displayed Dam name, Category (size), State, 
Coordinate, Dam type (Structure), Dam height/Capacity, 
Purpose, Completion year. 

 

2.2. Database Creation  
 

The Excel data were imported into the ArcGIS 
environment.  Each dam location was plotted. With the 
attached attributes, querying became easier. 
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Figure 1. Map of Nigeria showing the dams spread 

 

2.2.1. Geopolitical zoning 
 

Nigeria currently consists of 36 states and the Federal 
Capital Territory. All, based on based on ethnic, cultural 
and historical ties, and for political reasons are further 
divided into six geopo[itical zones.  

Below is a list of the zones in Nigeria. 
NORTH CENTRAL- (6 States) Niger, Kogi, Benue, 
Plateau, Nassarawa, Kwara and FCT. 
NORTH EAST- (6 States) Bauchi, Borno, Taraba, 
Adamawa, Gombe and Yobe. 
NORTH WEST- (7 States) Zamfara, Sokoto, Kaduna, 
Kebbi, Katsina, Kano and Jigawa. 
SOUTH EAST- (5 States) Enugu, Imo, Ebonyi, Abia 
and Anambra. 
SOUTH SOUTH – (6 States) Bayelsa, Akwa Ibom, 
Edo, Rivers, Cross River and Delta. 
SOUTH WEST- (6 States) Oyo, Ekiti, Osun, Ondo, 
Lagos and Ogun. 

 
Figure 2. Map of Nigeria showing the six geopolitical 
zones 
 
2.2.2. Dam category (Size) 
 
    Based on the available data, the dams were classified 
as small dams (with heights less than 8.5metres), 
medium dams (8.5 – 14.9metres), and large dams (15 
metres and above).  
 
 

2.2.2. Dam types (Structure) 
 

The dams in Nigeria are classified into their various 
categories and types according to construction material. 

Figure 3. Nigeria hydrological zone 
 
Classification based on construction material brings 

the Nigerian dam types into earthfill, rockfill, 
homogenous, zoned and concrete dams.  

 
2.2.4. Location based on hydrological zone 
 

Nigeria has about eight (8) different hydrological 
zones. The dams spread across all these zones. 

 
3. Results  
 

The results indicated that although the dams were 
spread across the different geopolitical zones, their 
numbers at each varied. 
 
 

 
Figure 4. A bar-chart indicating number of dams per 
geopolitical zone. 
 

The sizes of the dams varied. Using the specifications 
earlier stated, the dams’ classification is indicated in the 
figure 5. 

Majority of the dams in the country are earthfilled 
type of about 64%, concrete dams are 20%, 
homogeneous 13%, rockfill type – 4%, while the zoned 
are around 2% as shown in the following information. 
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Figure 5. The dams category based on size 
 

 

 
Figure 6. Proportions of the dam structures 
 

The percentage of the dams in each hydrological zone 
differs and are indicated below. 
 

Figure 7. The dams on each hydrological zone 
  

4. Discussion 
 

Although this paper did not investigate the guiding 
factor(s) in siting the dams, it is however obvious that the 
federal government dams in the country spread through 
the parts of the country but did not cover all the states. 
Different geopolitical zones have varied numbers and the 
majority are earthfilled. 

 

5. Conclusion  
 

More dams are needed to cover the entire country 
and to meet the people’s need. The government alone 
cannot continue to shoulder it and should embrace 
private participation in the people’s interest. 
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 The University of Lagos environment chosen as a case study is a higher institution in Lagos 
Nigeria which is located within areas of residential, commercial and industrial activities. These 
activities put out emissions into the atmosphere through motor vehicles, use of electricity 
generating plants, firewood, coal, kerosine and refuse burning. Anthropogenetic substances 
such as carbon monoxide (CO), unburnt hydrocarbon (UC), oxides of nitrogen (NOx) and 
particulate matter (PM) are released into the atmosphere and pollute the air. Thus, effective 
pollution monitoring and control is required. To assess the University’s air quality, the carbon 
dioxide (CO2) concentration was mapped and evaluated. Although CO2 is not an environmental 
pollutant in a strict sense, but its precursor, the CO is a dangerous one. CO2 is a major indicator 
of carbon footprint, and a major issue in climate change studies. Data for the study was 
collected through direct field measurements using gas sensors. The USEPA Air Quality Index 
was used to rate the air quality. Also, a one-tailed ANOVA test was used to assess the land use 
influence on CO2 variation. The results show that CO2 emission is substantial around the 
University First Gate, Faculty of Education and New Hall. This suggests that the initial release 
of the pollutant CO, a precursor of CO2 must have been high around these areas.  

 
 

 
1. Introduction  

 
Every living organism requires the atmospheric 

oxygen for survival and growth. Atmospheric air is 
naturally safe and clean for humans, animals and plants 
in the spectrum of our biodiversity. However, due to 
industrialization and other anthropogenic activities, the 
air gradually becomes polluted, making it unsafe for 
humans. Anyone living around heavily polluted 
environments will likely face the risk of respiratory 
diseases. 

The World Health Organization (WHO) in a bid to 
effectively monitor the sustainable development goals 
(SDGs) of any global region has repeatedly reported that 
air pollution is highly responsible for many infectious 
and viral diseases such as tuberculosis, asthma, nearly all 
cancers, respiratory and skin diseases which has 
terminated more lives than AIDS (Mehta et al., 2013). In 
2012, the report from WHO revealed an estimated global 

mortality of 10%, an equivalent of 7 million people 
resulted from air pollution in 2012 (WHO, 2014). The 
cause of high rate of mortality due to air pollution in low 
and middle-income countries can be connected with the 
remark from the work of Mohan et al. (2013) which 
revealed that toxicity of exhaust nanoparticles is rapidly 
growing due to increasing motor vehicle traffic and rapid 
industrialization which have contributed enormously to 
urban pollution.   

In particular, the harmful impacts of air pollution on 
human health have been on the increase in the 
developing countries where electricity power supply is 
mainly through fossil fuel generating sets for both 
domestic and commercial purposes (WHO, 2014; 
Bernstein et al., 2004). Predominantly, the pollutants of 
global concern are CO, NOx (which comprises of nitrogen 
oxide – NO, and nitrogen dioxide - NO2, PM, volatile 
organic compounds, hydrocarbon substances (HC), and 
sulphur oxides (SOx) (Bernstein et al., 2004).  
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This study is concerned with the mapping of the 
concentration of carbon dioxide. As stated, CO2 is itself 
not a major pollutant but can indicate emission of CO, a 
very dangerous emission variable. Combustion studies 
have shown that in well-designed combustion systems, if 
there is complete combustion, the emissions variables 
are water (H20) and CO2. However, in most practical 
combustion systems or devices, combustion is never 
complete. This leads to emission of CO which upon 
further reaction with atmospheric oxygen yields CO2. 
Therefore, increase in atmospheric CO2 is indicative of 
increase in human activities involving the use of fossil 
fuels as a result of increase in population. One of the 
densely populated areas in Lagos State is the University 
of Lagos environment where the steady growth in social, 
commercial and industrial activities are ongoing. In 
recent times, these increases in human activities are in 
turn having significant effects in the air quality. Poor air 
quality in any environment has the potential to affect 
human health. The need to monitor and maintain good 
air quality as part of sustainable developmental goals is 
of interest to researchers in this study. In monitoring the 
air quality of any area of interest, the United States 
Environmental Protection Agency has designed a 
standardized air pollution level indicator for rating the 
air quality over an area. It is a rating scale for outdoor air 
called Air Quality Index (AQI). The lower the AQI value, 
the better the air quality. AQI rating A stands for Very 
Good (0 -15), B for Good (16 -31), C for Moderate (32 – 
49), D for Poor (50 – 99) and E for Very poor (100 and 
over) (EPA, 2000). The air quality is determined with 
reference to the standard by the American Society of 
Heating, Refrigerating and Air Conditioning Engineers 
(ASHRAE). According to ASHRAE (2016), the standard 
for carbon dioxide is 1000ppm. 

 

𝐴𝑄𝐼𝑃𝑂𝐿𝐿𝑈𝑇𝐴𝑁𝑇 =  
𝐷𝑎𝑡𝑎

𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑
 × 100        (1) 

 

In this study, the geospatial mapping of the 
concentration of CO2 has been considered as a first 
attempt because of the proven integrity of Geographic 
Information System (GIS) in air quality monitoring and 
management due to vehicular density within and around 
the University of Lagos environment.  

 

1.1. Description of study area  
 
The University of Lagos is a higher institution in 

Lagos State, Nigeria (Figure 1). It is located at 
approximately, latitudes 6°30’N to 6°31’N and longitudes 
3°25’E to 3°27’E in the Lagos Mainland Local 
Government Area. The main campus which is largely 
surrounded by the scenic view of the Lagos lagoon and is 
located on 802 acres (3.25 km2) of land in Akoka, 
northeastern part of Yaba, Lagos has been chosen as the 
study area. The focus on the main campus is justifiable 
based on the level of human activities as described and 
for the convenience of available geo-spatial data, as well 
as ease of environmental data collection.  

 
 
 

2. Methods 
 

2.1. Station selection 
 
The siting of the monitoring stations has a profound 

effect on the resulting measurements and on achieving 
monitoring objectives. Thus, thirty-four (34) monitoring 
stations were established at strategic locations within 
the study area such as major road intersections (for 
vehicular emissions), dumpsites, commercial centers, 
academic areas, and residential sites as shown in Fig. 1.  

 

2.2. Variables, equipment and measurement 
 
The evaluated parameter was CO2 gas which is a 

strong variable for assessing environmental air quality. 
To measure the concentration level of this gas, we 
adopted the use of a very simple device: calibrated hand-
held solid-state gas sensor. Compu-Flow CO2 Handheld 
meter, a gas monitor designed to provide continuous 
exposure monitoring of carbon dioxide was used to 
measure the CO2 concentration levels in parts per million 
(ppm). Data was collected over six (6) observation 
windows within three days of observation. The average 
value for the pollution parameter readings were carefully 
recorded. All measurements were executed in 2-hour 
duplicates (i.e., repeated twice – morning peak period 
and afternoon off-peak period) over 3 days’ observation 
period across all monitoring stations. The sampling was 
done in-situ and each sample station was geo-referenced 
using Garmin GPSMAP 78SC Marine handheld GPS. The 
duration for exposure was set at 5 minutes at a time per 
station. The average values for each of the locations were 
computed and recorded. 

 
Figure 1. Study area extent and spatial distribution of 
measurement stations 



3rd Intercontinental Geoinformation Days (IGD) – 17-18 November 2021 – Mersin, Turkey 

 

  126  

 

2.3. Generation of CO2 Distribution Map 
 

The acquired data was transferred to a Microsoft 
Excel worksheet and imported into ArcGIS environment 
where it was represented by point shapefiles. 

Kriging interpolation (an advanced geostatistical 
procedure that generates an estimated surface from a 
scattered set of points with values), was used to generate 
maps showing the spatial variation of CO2.

 
Figure 2. Spatial distribution of mean CO2 for the entire duration of observation 

 

Table 1. CO2 statistics by land use type 

Environment 
type 

N Mean SD SE 
95% CI for Mean 

Min Max 

AQI Rating Remark 
Lower 
Bound 

Upper 
Bound 

Academic 10 861.3 52.1 16.5 824.04 898.64 788.2 982.6 86.13 D Poor 
Commercial/ 
Industrial/ 
Shopping 

5 888.3 67.6 30.2 804.46 972.2 791.5 956.2 
88.83 D Poor 

Conservation 
Area 

4 889.8 48.3 24.2 812.92 966.75 825.8 942.6 
88.98 D Poor 

Hospital 
Outdoor 

1 945.7 . . . . 945.7 945.7 
94.57 D Poor 

Public Outdoors 1 894.3 . . . . 894.3 894.3 89.43 D Poor 

Recreational 1 951.4 . . . . 951.4 951.4 95.14 D Poor 

Religious 1 977.3 . . . . 977.3 977.3 97.73 D Poor 

Residential 4 807.3 96.9 48.4 653.19 961.48 725.3 915.1 80.73 D Poor 

Traffic 7 985.6 122 46.1 872.87 1098.27 725.4 1082 98.56 D Poor 

Total 34 897.4 92 15.8 865.3 929.48 725.3 1082    

Table 2. Analysis of Variance (ANOVA) Test 

  
Sum of 

Squares 
df 

Mean 
Square 

F Sig. 

AVG.
CO2 

Between 
Groups 

112156.2 8 14019.5 2.099 0.075 

Within 
Groups 

166972.7 25 6678.91     

Total 279128.9 33       

3. RESULTS 
 

Table 1 shows the statistics of the data acquired with 
respect to environment types. As seen, the residential 
land use has the lowest mean concentration of 807.3ppm. 
CO2 is mostly concentrated around the traffic corridors 
with mean 985.57ppm. The religious, recreational and 
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hospital outdoor maintained a close level of 
concentration averagely yielding 977.3ppm, 951.4ppm, 
and 945.7ppm respectively. The table also contains the 
calculated air quality index per land use and their 
corresponding rating values. In addition, Figure 2 
represents the outcome of the kriging interpolation 
which is made into a map showing the spatial 
distribution of mean CO2 for the entire duration of 
observation. Furthermore, Table 2 represents the 
outcome of the ANOVA test. When the relational impact 
of one land use is considered between it and the other 
land use types, the degree of freedom is 8 but when they 
are considered within the groups of the land use types, 
the degree of freedom is 25. 
 
4. Discussion 
 

The low concentration of CO2 observed in the 
residential areas such as the Ozolua Junction and Staff 
Quarters in Figure 2 is as a result of minimal carbon-
generating activities around there. On the other hand, the 
intense concentration noticed at the traffic cores (i.e., 
Main Gate, 2nd Gate, DLI Roundabout, and Moremi Car 
Park is linked to the massive vehicular movements 
around those places. Also, we can infer from Figure 2 that 
the western part of the school which is bounded by 
numerous road networks has higher CO2 levels 
compared to the eastern end which is adjacent to the 
Lagoon. In addition, CO2 level is generally high around 
the faculties and eateries and this is due to the presence 
of laboratories that utilize combustion engines and 
electricity generating plants as well as cooking. Also, the 
substantial concentration noticed around the dumpsite 
and Indomie Bridge (crossing a canal) is suspected to be 
as a result of CO2 constituting 50% of the gas emitted due 
to decomposition of waste by microorganisms from 
landfills and canals. The AQI ratings in Table 1 further 
prove that the air quality with respect to CO2 is generally 
poor in the campus.  

 
5. Conclusion  
 

In this study, atmospheric CO2 was measured and 
analyzed at different environment types for variability 
over the duration of study using statistical and 
visualization approaches. The relationship between the 
gas and land uses was also analyzed. Also, the in-situ 

observed measurements have been compared with the 
ASHRAE standard for CO2 (1000ppm). Furthermore, A 
one-tailed ANOVA test for content of the CO2 was 
executed to ascertain the influence of the land use on the 
concentration. Overall, the study shows that CO2 is 
majorly concentrated around traffic pivots, laboratories, 
eateries, and industrial areas, and is generally low in the 
residential areas of the university. 

 

Acknowledgements 
 
Our sincere gratitude goes to Prof. Alabi Soneye of the 

Department of Geography, University of Lagos for the 
provision of gas sensor which was used to acquire field 
data. 

 

References  
 

ASHRAE, A. (2016). ASHRAE Standard 62.1‐2016, 
Ventilation for Acceptable Indoor Air Quality. 
American Society of Heating, Refrigerating, and Air-
Conditioning Engineers, Inc.: Atlanta, GA. 

Bernstein J, Alexis N, Barnes C, Bernstein IL, Bernstein JA, 
Nel A, Peden D, Diaz-Sanchez D, Tarlo SM, Williams 
PB. Health effects of air pollution. J Allergy Clin 
Immunol [Internet]. 2004 Nov [cited 2018 Jun 
18];114(5):1116-23. Available from: https://www. 
jacionline.org/article/S0091-6749(04)02266-
3/fulltext 

EPA, US. (2000). National water quality inventory: 1998 
Report to Congress. EPA-841-R-00-001. Office of 
Water Washington DC. 

Mehta, S., Shin, H., Burnett, R., North, T., & Cohen, A. J. 
(2013). Ambient particulate air pollution and acute 
lower respiratory infections: a systematic review and 
implications for estimating the global burden of 
disease. Air Quality, Atmosphere & Health, 6(1), 69-
83. 

Mohan D, Thiyagarajan D, Murthy PB. Toxicity of exhaust 
nanoparticles. Afr J Pharm Pharmacol [Internet]. 
2013 Feb 22 [cited 2018 Jun 18];7(7):318-31 
Available from: 
http://www.academicjournals.org/article/ 
article1380800058_Mohan%20et%20al.pdf 

World Health Organisation. (2014). Ambient air 
pollution: A global assessment of exposure and 
burden of disease. Geneva, Switzerland: WHO 

 
 



* Corresponding Author Cite this study 

*(akinnusisamuel1845@gmail.com) ORCID ID 0000-0002-6911-4490 
 

 

Nwilo P C, Okolie C J, Umar A A, Akinnusi S A, Ojegbile B M & Olanrewaju H O (2021). 
Spatial relationship between NDVI, EVI, SAVI and Land Cover changes in the Lake Chad 
area from 1987 to 2017. 3rd Intercontinental Geoinformation Days (IGD), 128-131, 
Mersin, Turkey 
 
 

 

3rd Intercontinental Geoinformation Days (IGD) – 17-18 November 2021 – Mersin, Turkey 
 

 

 

 

Intercontinental Geoinformation Days  

 

http://igd.mersin.edu.tr/2020/ 

 

 
 

Spatial relationship between NDVI, EVI, SAVI and land cover change in the Lake Chad area 
from 1987 to 2017 
 

Peter C. Nwilo , Chukwuma J. Okolie , Abdulkareem A. Umar , Samuel A. Akinnusi , Babatunde M. Ojegbile

, Hamed O. Olanrewaju   
 

University of Lagos, Faculty of Engineering, Department of Surveying and Geoinformatics, Lagos, Nigeria 
 
 

Keywords  ABSTRACT 
Land cover  
NDVI 
EVI 
SAVI 
Lake Chad 

 

 The interpretation and analysis of remotely sensed data for land cover change detection can 
be enhanced with the use of vegetation indices. This study used Landsat imageries to assess 
the relationship between the normalized difference vegetation index (NDVI), the enhanced 
vegetation index (EVI) the soil adjusted vegetation index (SAVI), and land cover changes in the 
Lake Chad area with a view to providing an informed perspective on changes within the lake’s 
environment. The Landsat imageries were subjected to maximum likelihood classification to 
extract land cover and the VIs were calculated. The interim results show that between 1987 
and 2017, built-up areas and bare lands increased by 174.69km2 and 349.90km2 respectively 
while vegetation increased by 2,290.10km2.  The water bodies reduced by 937.54km2 during 
the period. The correlation coefficient between NDVI, EVI, and SAVI in 1987 and 2017 is 
strongly positive. These are interim results presented from an ongoing study. Further research 
can determine the pattern and trajectory of the observed changes in the Lake Chad area.   

 
 

 
1. Introduction  

 
The Sahelian region in Africa is experiencing 

unprecedented environmental changes in land cover and 
land quality (Lambin et al., 2001; Onyewotu et al., 2003). 
These changes over time are usually the accumulated 
impacts of both natural and anthropogenic interactions. 
The remote sensing technique of land cover analysis has 
proven to be one of the most sensitive tools for assessing 
the dynamics of these interactions, especially in an arid 
environment, where the ecosystems are considered 
fragile (Zhou et al., 2008; Humagain, 2012). The 
interpretation and analysis of remotely sensed data for 
land cover change detection can be enhanced with the 
use of Vegetation Indices (VIs).  

The Normalized Difference Vegetation Index (NDVI) 
has found the widest applications because it is accurate, 
not computationally intensive, efficient and useful for 
agricultural land use mapping in tropical environments 
(Ali, 2009; Meera et al., 2015; Mushtaq and Asima, 2016; 
Marco, 2019; Alademomi et al., 2020). Similar to NDVI, 
the Enhanced Vegetation Index (EVI) can be used to 
quantify vegetation greenness. EVI corrects for some 
atmospheric conditions and canopy background noise 
and is more sensitive in areas with dense vegetation. In 
arid regions where vegetation cover is low, the Soil-

Adjusted Vegetation Index (SAVI) is often used. SAVI 
minimizes soil brightness influences using a soil-
brightness correction factor.  

Several studies have been done on the monitoring of 
land cover changes in the Lake Chad region (e.g., 
Babamaaji and Lee, 2014; Ikusemoran et al., 2017; 
Hussaini et al., 2020; Nwilo et al., 2019; Nwilo et al., 
2020). Generally, these previous studies and others have 
established several trends on the ongoing land cover 
changes in the Lake Chad area. However, there has been 
little focus on the link between land cover changes and 
vegetation indices in the Lake Chad area. This is required 
for a deeper understanding of the environmental and 
ecological changes occurring in the Lake Chad 
environment. In the present study, a comprehensive 
classification scheme is employed for mapping the land 
cover around the Lake. Also, the study assesses the 
relationship between the land cover changes and VIs.  
 

2. Methods 
 

The image processing workflow from the image 
preparation to the land cover classification was done 
with ENVI Classic 4.3 and Erdas Imagine 14 software. 
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2.1. Study area 
 

Lake Chad (shown in Figure 1) is a freshwater lake in 
the African Sahel (Isiorho et al., 1996). The lake is 
bordered by Cameroon, Niger, Nigeria and Chad. Its 
depth varies from 1.5 - 10.5m and it is about 215m above 
sea level, with apparently no outlet (FAO, 2009). A 
characteristic physiography of the lake, according to 
Babamaaji and Lee (2014), is a shallow ridge or ‘great 
barrier’, which extends between the northern and 
southern parts of the lake, approximately 40km wide. 
Within the lake area, numerous islands have developed 
trapping pockets of water in between. The area has 
continuous high temperature (except during the June to 
September wet season), strong solar radiation and low 
humidity that has contributed to the evaporation 
responsible for its shrinkage over the years (Odada et al., 
2006; LCBC, 2015; Nagarajan et al., 2018). These 
continuous variations in climate among other factors 
affect the vegetation of the Lake Chad area which are 
majorly scrubs and grasses (Onamuti et al., 2017). 

 

 
Figure 1. Imagery showing the location of Lake Chad 
(Source: Google Earth) 

2.2. Datasets 
 
Landsat satellite level 1 imageries covering the Lake 

Chad area at two epochs (1987 and 2017) were acquired 
to carry out image classification for this study.  The level 
2 NDVI, EVI, and SAVI image products for the same 
epochs were also downloaded for the study.  

 

2.3.  Data processing 
 
To prepare the imageries for interpretation and 

classification, the imagery spectral bands were layer 
stacked and false color composites (FCCs) were created 
for each scene. The following band combinations were 
used to generate the FCCs:  1987 TM (4-3-2) and 2017 
OLI (5-4-3). Afterwards, the scenes in each epoch were 
mosaicked together in Erdas Imagine. For the land cover 
classification, the mosaics were subsetted to the area 
covered. The maximum likelihood classification 
algorithm was used to classify the imagery into six 
classes: built-up area, bare land, sand dune, water body, 
vegetation, and soil.  
  The NDVI, SAVI, and EVI level 2 data were rescaled to 
actual index values by dividing the pixel values by 10000 
to obtain index values between -1 and +1 for all the 

indices. The raster calculator on ArcMap Spatial Analyst 
tool was used for this operation. 
 

3. Results  
 
       Figures 2 – 6 shows the results of the image 
classification and the processed vegetation indices. Table 
1 shows the magnitde of areal changes between 1987 
and 2017 while Table 2 shows the descriptive statistics 
of the VIs. Table 3  shows the correlation analysis 
between the VIs. 

 

 
Figure 2. Land cover map of the Lake Chad area – 1987 

 
Figure 3. Land cover map of the Lake Chad area – 2017 

 
Table 1. Magnitude of areal changes, 1987- 2017 

Feature class Magnitude of areal change (km2) 
Built-up area +174.69 

Bare land +349.90 
Sand dune +1069.92 

Soil +4868.49 
Vegetation +2290.10 
Water body -937.54 

 
Table 2. Descriptive Statistics of the Vegetation Indices 

Parameter 
Year Min Max Mean 

Std. 
dev 

NDVI 
1987 -0.68 0.85 0.22 0.22 
2017 -0.72 0.89 0.26 0.27 

EVI 
1987 -0.02 0.65 0.16 0.13 
2017 -0.21 0.78 0.18 0.14 

SAVI 
1987 -0.31 0.8 0.15 0.12 
2017 -0.23 0.68 0.18 0.14 
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Figure 4. Normalised Difference Vegetation Index 

 
Figure 4. Enhanced Vegetation Index  

 
Figure 6. Soil Adjusted Vegetation Index 
 

 
Table 3. Correlation coefficient (r) between the VIs 

  
NDVI 
1987 

NDVI 
2017 

EVI 
1987 

EVI 
2017 

SAVI 
1987 

SAVI 
2017 

NDVI 
1987 

1 0.57 0.95 0.51 0.97 0.52 

NDVI 
2017 

0.57 1 0.45 0.95 0.48 0.96 

EVI  
1987 

0.95 0.45 1 0.4 1 0.42 

EVI  
2017 

0.51 0.95 0.4 1 0.43 1 

SAVI 
1987 

0.97 0.48 1 0.43 1 0.44 

SAVI 
2017 

0.52 0.96 0.42 1 0.44 1 

 
4. DISCUSSION 

 
Between 1987 and 2017, built-up areas and bare 

lands increased by 174.69km2 and 349.90km2 

respectively while vegetation increased by 2290.10km2. 
Also, there was a drastic reduction in surface water of 
about 937.54km2. This alarming depletion translates to a 
staggering decrease in the surface area of the lake in a 
space of 30 years. The correlation coefficient between 
NDVI, EVI, and SAVI in 1987 and 2017 is positive. The 
highest is observed in SAVI-EVI for both years followed 
by NDVI-SAVI and NDVI-EVI respectively.  
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5. Conclusion  
 
We have presented interim results from the ongoing 

study of the spatial relationship between NDVI, EVI, SAVI 
and land cover change in the Lake Chad area.  In another 
paper, a comprehensive analysis and interpretation of 
the distribution of the VIs, and the interdependence 
between the VIs and land cover will be presented 
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 In the face of increasing exposure to various environmental pollutants, the peculiarity of noise 
has made it to pervade even well-structured societies. This study assessed the health impacts 
of noise exposure within the University of Lagos main campus. An opinion pool of staff and 
students was taken with an online questionnaire survey that inquired about the likely health 
effects of noise. Common noise-related problems reported by the survey participants include 
increased distractions, loss of concentration, and issues of health and mental wellbeing. It is 
recommended that immediate measures be put in place to checkmate the negative impacts of 
prolonged noise exposures in university campuses nationwide.  

 
 

 
1. Introduction 

 

Noise as a pollution and nuisance, has dramatically 
increased in our environments, prompting many 
individuals to consider relocation to quieter areas 
(Obaidat, 2008). Urbanization and industrialization 
have compounded the problem of environmental noise 
all over the world (Gholami et al., 2012). 

The difficulties faced by noise pollution cannot be 
overstated, as most people are unaware of not just the 
deleterious repercussions of long-term exposure to it, 
but also what it is (Luqman et al., 2013). In general, the 
public overlooks several factors that contribute to 
increasing sound levels in the surroundings (Obiefuna 
et al., 2013). Increased sound levels from sources 
considered acceptable could, however, be sources of 
noise pollution, as the long-term consequences are 
similar to those generated by repetitive exposure to 
those considered as unpleasant. 

Noise comes from a variety of places in the 
environment, including the neighborhood (Laze, 2017), 
industrial operations (Bubli et al., 2010), and 
transportation (Sotiropoulou et al., 2020). Individuals 
are often unaware of these noise sources because they 
have been accustomed to it, in addition to passion for 
their investments of time and resources. Hence, their 

concentrations in everyday activities for personal goals. 
As a result, the negative consequences of failing to 
recognize rising noise pollution as a contributing factor 
to their poor health and reduced quality of life are 
amplified (Nwobi-Okoye et al., 2015). 

Increased urbanization nowadays results in higher 
sound levels as a result of traffic congestion, 
industrialization, and other factors. Several studies have 
found a strong link between people's hearing loss, 
mental health issues, and annoyance and the noise 
levels exposures (Alimohammadi et al., 2019; Babisch, 
2011). 

High noise levels also have a negative impact on 
different learners' auditory, reading, and cognitive 
abilities in their learning contexts (Shield et al., 2003). 
These and other harmful consequences of noise have 
resulted in the development of laws and a variety of 
engineering solutions to manage and/or reduce its 
negative impact on human health (WHO, 2018). 

In a previous study, we mapped noise level 
variations within the University of Lagos main campus, 
with the use of spatial and statistical analysis, and a 
conformity assessment based on internationally 
recognised noise standards (Alademomi et al., 2020). In 
the study, it was shown that the noise levels within the 
university campus exceeded the tolerable limits for 
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academic, commercial and residential areas set by 
World Health Organisation (WHO) and the National 
Environmental Standards and Regulations Enforcement 
Agency (NESREA). The present study goes further to 
assess the potential health impacts of noise exposure on 
members of the university community.  

2. Methods 
 

2.1. Study area 
 

The University of Lagos is a higher institution of 
learning and a popular choice for tertiary education by 
many residents of Lagos and Nigeria generally. Its urban 
location makes it a beehive of activities beyond 
academia, including commercial and social activities, 
thereby exposing it to regular noise pollution. It is 
located in the low-lying Lagos metropolis between 
longitudes 3o23’00”E – 3o24’30”E and latitudes 
6o30’00”N – 6o31’30”N. It is bounded eastwards by the 
Lagos lagoon and surrounded by dense residential and 
commercial buildings. The map of the study area is as 
shown in Fig. 1. 

 

 
Figure 1. Geographic location of the study area, 
University of Lagos Main Campus, in Nigeria 

 
2.2. Questionnaire survey and analysis 

 
A questionnaire form was created with the Google 

forms tool. Most of the questions required respondents 
to select a single option on a 5-point scale. Whereas, 
others had predefined options for selection (especially 
the checkboxes) and a single yes/no question was 
included as well. The key questions asked in the 
questionnaire are summarized in Table 1. The link to 
the online questionnaire was distributed to members of 
the university community via Whatsapp messaging in 
the month of September, 2020. 
 

The responses were transferred to a Microsoft Excel 
spreadsheet for statistical analysis and visualisation. 

 
3. Results 

 
There were a total of 324 responses. The health 

impacts of noise exposure were assessed and are 
presented in Fig. 2 and Tables 2- 3. 
 

Table 1. Summary of questions provided for survey. 
S/N Questions 

1 Which of the following challenges/issues do you 
experience due to excessive noise 

2 How often do you experience earaches as a result 
of noise? 

3 How often do you experience headaches from 
excessive noise exposure? 

4 How often do you feel dizzy after excessive noise 
exposure? 

5 How often do you experience ringing in the ears 
(tinnitus) due to excessive noise exposure? 

6 Do you experience changes in your 
mood/attitude after prolonged exposure to the 
noise on campus? 

7 How well do you concentrate beyond noise levels 
deemed moderate to you? 

 
 

 
Figure 2. Frequency of health issues related to noise 
exposure 

 
Table 2. Impacts of noise exposure on mood change 
Mood changes Frequency Percent 

N/A 7 2.2 

No 94 29.0 

Yes 223 68.8 

Total 324 100.0 

 
Table 3. Impacts of noise exposure on concentration  
Ability to 
concentrate 

Frequency Percent 

N/A 3 .9 

Absolute loss of 
concentration 

31 9.6 

Excellently 18 5.6 

Fairly well 147 45.4 

Slightly 81 25.0 

Very well 44 13.6 

Total 324 100.0 

 
4. Discussion 
 

Fig. 2 above shows that 61 people experience 
difficulties with sleeping and headache every time. This 
number is above 9% of all the respondents. Other health 
issues reported include dizziness and tinnitus. 
Oftentimes and sometimes, respondents also 
experienced headache and sleep difficulties. Hence, the 
major illnesses associated with noise exposure at the 
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University of Lagos Campus are headaches and sleep 
difficulties.   

Noise exposure also causes mood swings which can 
affect the healthy use of the brain in terms of memory 
retention and oftentimes leads to stress and outburst of 
anger (Yulia, 2014).  From Table 2, 68.8% of the 
respondents in this study experience mood changes.  
These mood changes caused by noise exposure could 
affect the assimilation rate of the students and others 
which can lead to mental stress and discouragement. 

 

5. Conclusion 
 

Exposure to prolonged noise pollution has 
deleterious impacts on the health of any anyone who 
stays within the vicinity of such an environment. Some 
of the health issues that have been identified to be the 
result of noise exposure include tinnitus 
(itching/ringing ear), headaches, dizziness, loss of sleep, 
stress and poor concentration.  

The effect of noise exposure on concentration levels 
could manifest in the absence of a good grasp of the 
knowledge being shared and the critical logical 
reasoning involved in research and learning process. 
This is a major cause of concern that shows the need for 
the University management to publish necessary 
regulations that can help to curb continuous noise 
levels. 

The university management thus needs to 
administer necessary rules and give orientation to 
sensitize every member of the University of Lagos 
community about how to minimize noise level rise 
especially from social activities and other human 
activities.  
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 This study applies Geographic Information System (GIS) and Analytical Hierarchy Process 
(AHP) to assess flood vulnerability in the Adamawa Catchment of Nigeria. Seven criteria 
(drainage, rainfall distribution, geology, land cover, elevation, slope, and soil) were analysed, 
and a pairwise comparison matrix was constructed. The analysis resulted in a flood 
vulnerability map depicting different levels of vulnerability. The reliability of the approach and 
results were validated with a Consistency Ratio of 0.0944 and found to be within the 
acceptable value for reasonable consistency. The methodology used therefore disclosed the 
areas vulnerable to flooding in the Adamawa catchment. The analysis revealed the following 
levels of vulnerability - low vulnerability (19.9%), moderate vulnerability (31.4%), high 
vulnerability (31.8%), and very high vulnerability (16.9%) respectively. The main river and 
tributaries are pinpointed as areas highly vulnerable to floods and therefore, might be 
significant contributors to flooding events in the catchment.  

 
 
 
 

1. Introduction  
 

In recent years, the frequency and severity of large-
scale flood catastrophes have grown internationally, 
resulting in deaths, property devastation, and massive 
economic losses. Similarly, hydrological and 
meteorological calamities such as floods, droughts, and 
weather storms have been prevalent across the planet. 
Despite the availability of sophisticated technological 
skills for coping with floods in industrialized countries, 
flood catastrophes are becoming increasingly common 
and devastating. The United Nations International 
Strategy for Disaster Reduction describes flooding as a 
threat to sustainable development and poverty-
reduction initiatives (UN-ISDR, 2009).  

Flooding claims more lives and causes damage to 
property and infrastructure than any other natural 
phenomena (Dilley et al., 2005; Nwilo et al. 2012; 
Olayinka et al. 2012). In a period of 6 years (1989–
1994), 80% of declared Federal disasters in the United 

States (US) were related to flooding and averaged four 
billion dollars annually in property damage alone 
(Wadsworth, 1999).  

Many scholars have given a variety of definitions for 
vulnerability in various contexts. According to the UK 
Department for International Development (DFID), 
vulnerability is defined as the interrelationship between 
a system's exposure, susceptibility, and coping 
capability (White et al., 2005; Roy and Blaschke, 2015). 
Likewise, several authors have assessed flood 
vulnerability using different methods. Nwilo et al. 
(2012) adopted Remote Sensing and Cellular 
Automaton Evolutionary Slope and River (CAESAR) 
model to determine inundation levels and assess 
vulnerability of settlements in Adamawa State. Roy and 
Blaschke (2015) used an Analytical Hierarchy Process 
(AHP) and Geographic Information System (GIS) 
weighted overlay to build a grid-based technique for 
assessing the vulnerability of floods in Bangladesh's 
coastal areas. 
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 Several researchers or organizations employ the 
AHP or similar techniques in their investigations. For 
example, Feizizadeh and Blaschke (2011) employed 
AHP to create weights for a GIS weighted overlay 
landslide susceptibility mapping. In a comparison of 
AHP, weighted linear combination (WLC), and ordered 
weighted average (OWA), Feizizadeh and Blaschke 
(2013) discovered that AHP was an effective method for 
evaluating the consistency of the assessment measures 
and alternatives proposed by decision makers. They 
found that the AHP technique effectively reduced the 
judgment problem's complexity to a series of pairwise 
comparisons that could be synthesized in a ratio matrix.  

Flood problems along the Benue River in Adamawa 
State of Nigeria have affected more communities in 
recent times. There is increasing vulnerability of 
populations and infrastructure to flooding and flood 
related hazards. Although studies have demonstrated 
the impacts of flooding in the region, little attention has 
been paid to the physical factors that contribute to 
vulnerability to flooding particularly in Adamawa 
catchment. The present paper therefore presents a set 
of criteria for estimating flood vulnerability. Based on 
these criteria, we then describe the preparation of 
thematic layers and construction of the final flood 
vulnerability map for Adamawa catchment using GIS 
techniques and AHP.  
 
1.1. Study area 

 
Adamawa catchment in Nigeria is located along 

River Benue in the Upper Benue drainage basin. The 
major river in the catchment area is River Benue. River 
Benue is an international river entering into Nigeria 
across the border with Cameroon, and runs for a 
distance of about 900 km from the border to the 
confluence with the Niger River at Lokoja. The Sub-
catchment border is approximately defined by 
longitudes 11o46’E and 14o14'E, and latitudes 8o 37'N 
and 9o41'N as shown in Figure 1. 

 

 
Figure 1. Study area location  
 
2. Methods 
 

Criteria such as drainage density, rainfall 
distribution, geology, land cover, elevation, slope and 

soil were reviewed and utilized to investigate flood 
vulnerability in this study. An empirical approach 
through the integration of multi-criteria AHP and GIS 
techniques was adopted for the analysis. AHP is a multi-
criteria decision method that uses hierarchical 
structures to represent problems. Priorities for 
alternatives are then developed based on the judgment 
of the user. The following steps were taken based on the 
works of Saaty (1980) and Lee et al. (2008) to achieve 
the objectives of the study. 

Step 1: Criteria selection 
Step 2: Development of the pairwise comparison matrix 
Step 3: Computation of the criterion weights 
Step 4: Consistency check 
Step 5: Generation of thematic layers  

Each of the layers were reclassified into four 
classes and overlaid by computing their various 
weighted values from AHP techniques using Weighted 
Sum Analysis in ArcGIS environment to construct the 
final flood vulnerability map as provided in Eq. (1).  

 

 (1) 
 

where,  = % weight for each thematic map 

and  = reclassified map 

The map produced was categorized into four levels 
of low, moderate, high and very high vulnerability.  

 

3. Results  
 

A pairwise comparison matrix was constructed as 
shown in Table 1. The fraction values were further 
reduced to decimal values and the sum of each column 
was calculated and then the matrix was normalized as 
depicted in Table 2. The weights were calculated by 
averaging the entire elements along the row and the 
percentage weight was computed. These calculated 
weights (Table 3) were used in GIS software for 
weighted sum analysis of the flood factors to produce a 
flood vulnerability map (Figure 2). Coherence values in 
Table 3 were obtained by multiplying the total values of 
pairwise comparison matrix (sum of each column) 

obtained by criteria weight which gives  = 
Eigen value (7.748). Since, n = total number of factors is 
7, to validate the reliability of the approach and results, 
a Consistency Ratio of 0.0944 was determined from the 
judgment process. The Consistency Ratio 0.0944 < 0.10, 
shows that the pairwise matrix is reasonably consistent. 

 

Table 1. The pairwise comparison matrix 
Factors LC E R G So DD Sl 
LC 1 1/4 1/7 1/3 1/5 1/9 1/4 
E 4 1 1/3 3 3 1/3 1/2 
R 7 3 1 3 5 1/2 3 
G 3 1/3 1/3 1 3 1/3 1/3 
So 5 1/3 1/5 1/3 1 1/5 1/3 
DD 9 3 2 3 5 1 5 
Sl 4 2 1/3 3 3 1/5 1 
LC – Land Cover, E – Elevation, R – Rainfall, G – Geology, So – Soil, DD – 
Drainage Density, Sl – Slope 
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Table 2. Normalized pairwise comparison matrix 
Factors LC E R G So DD Sl 
LC 0.030 0.025 0.033 0.024 0.010 0.041 0.024 
E 0.121 0.101 0.077 0.220 0.149 0.124 0.048 
R 0.212 0.303 0.230 0.220 0.248 0.187 0.288 
G 0.091 0.034 0.077 0.073 0.149 0.124 0.032 
So 0.152 0.034 0.046 0.024 0.050 0.075 0.032 
DD 0.273 0.303 0.461 0.220 0.248 0.373 0.480 
Sl 0.121 0.202 0.077 0.220 0.149 0.075 0.096 

Total 1 1 1 1 1 1 1 
LC – Land Cover, E – Elevation, R – Rainfall, G – Geology, So – Soil, DD – 
Drainage Density, Sl - Slope 

Table 3. Criteria weight and coherence 
Factors Weight Weight (%) Coherence 
Land cover 0.027 2.688 0.891 
Elevation 0.120 11.990 1.2 
Rainfall 0.241 24.095 0.964 
Geology 0.083 8.278 1.162 
Soil 0.059 5.882 1.180 
Drainage 
Density 0.337 33.661 

 
1.011 

Slope 0.134 13.405 1.34 
TOTAL 1 100 7.748 

 
4. Discussion 
 

It was observed that River Benue and its tributaries 
are areas highly vulnerable to floods in the catchment 
and therefore, they might significantly contribute to 
flooding events. Results of the analysis reveal that the 
high vulnerability and very high vulnerability areas both 
account for about 50% of the total study area. Only 
about 19.9% of the area has low vulnerability to 
flooding. Table 4 provides detailed statistics of the flood 
vulnerability distribution.  
 

 
Figure 2. Final flood vulnerability map 

 
Table 4. Distribution of vulnerability levels 

Flood vulnerability 
classes Area (km2) Area (%) 

Very High 
Vulnerability 1110 16.859 
High Vulnerability 2094 31.804 
Moderate 
Vulnerability 2070 31.440 
Low Vulnerability 1310 19.897 
Total 6584 100 

 
For years, flooding has had a catastrophic impact on 

the local population, resulting in the loss of life and 

property, as well as a reduction in economic activity due 
to health concerns and mass migration to nearby towns 
and villages. 

 

5. Conclusion  
  

The goals of this present study were to examine the 
physical factors influencing flood vulnerability and to 
identify flood prone zones in Adamawa catchment. This 
is important to decision makers and for future research 
because it forms the baseline information for flood 
control and vulnerability management. Future studies 
should emphasize the linkages between economic 
processes and the inequities of uneven vulnerability. 
The analytical methodology applied in this study may be 
extended to evaluate a larger collection of case studies 
in African cities focused on urban susceptibility to flood 
risks and other factors that affect the uneven incidence 
of flood vulnerability. More research on the causes of 
urban settlements' susceptibility to flood risks is 
required to understand more about all the factors that 
contribute to socioeconomic disparities and unequal 
risk distribution. 
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 Location influences Infrastructural facilities' importance, efficiency, and performance.  This 
study involves locational analysis of infrastructural facilities in twenty purposively selected 
oil and non-oil producing rural communities of Akwa-Ibom State. Coordinates of 
infrastructural facilities were acquired using a handheld Global Positioning System (GPS) 
device. Network analysis, infrastructure conformity assessment, and the minimize impedance 
analysis were carried out using ArcGIS. Results indicated that both oil and non-oil producing 
regions are within the service area of educational and water facilities, each having seven 
communities within the commercial infrastructure service area. Most oil-producing regions 
were within the service area of health facilities, while most non-oil producing areas were 
within the service area of small-scale industries. The infrastructure conformity assessment 
showed that 97% of infrastructures in the oil-producing regions were within the optimal 
location zones while 85% of infrastructure in non-oil producing areas were optimally located.  
Also, 21.3% and 17.6% of all infrastructures were closest to demand in the oil and non-oil 
producing regions, respectively. Ability to operationalize coverage issues and use location-
allocation modeling optimally was demonstrated. The paper recommends enhanced 
infrastructure investment in areas outside infrastructure service areas and the use of location-
allocation models in service provision to promote equity and spatial balance.   

 
 
 
 
 
 

1. INTRODUCTION  
 

In any nation, economic growth and development 
depends to a large extent on the adequate availability, 
spatial distribution/location of infrastructural facilities 
which provides the essential utilities and services 
necessary for a robust economy and improved standard 
of living (Udofia et al. 2013). The location of 
infrastructure has a lot to do with deciding to put an 
activity in one place rather than another, just to 
maximize value or to minimize expenses. However, by 
way of definition, location-allocation modelling is a 
simultaneous location of central facilities and the 
allocation of dispersed demand to them so as to optimize 
some objective function (Goodchild, 1984), where 
optimality is defined in terms of highest possible access 
within a given constraint (Kumar,2004). 

The distribution and optimal location of 
Infratsructural facilities is the ease with which these 

facilities can be assessed and also shows effective 
planning of these facilities. It is envisaged that the 
sustainability of the environment and human life may not 
be successfully achieved until human settlement are 
economically, socially and environmentally vibrant 
through adequate provision and optimal location of 
infrastructures (Udofia et al. 2013). 

In the light of Akwa Ibom State being the largest oil 
producing state in Nigeria and the continual receipt of far 
greater revenue from the federation accounts than any 
other states in the country. This study, therefore, 
integrates the location allocation modelling framework 
in analysing the existing infrastructures in the study area 
to ascertain its service area network, its conformity 
assessment to standard optimal location zones and the 
minimize impedance analyses of the infrastructures to 
various demands. 
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2. Method 
 

The inventory of the identified socioeconomic 
infrastructures in the twenty communities of study was 
taken alongside their spatial location (x, y coordinates) 
with the help of a hand held GPS. Documented records of 
the existing infrastructures were collected from the 
Bureau of statistics of the Ministry of Economic Planning 
and Development, Akwa Ibom State.  

 
2.1 Location allocation analysis 
 

The network analyst toolset on the ArcMap 
software was used to perform the location allocation 
analysis. A three-step approach of service area network 
analysis, infrastructure conformity assessment (circular 
buffer analysis), and minimized impedance distance 
location/allocation technique (nearest facility to 
demand) were used for this analysis. 

 
2.1.1 Service area network analysis 
 

The service area network analysis was used to 
delineate service areas around each facility. It showed 
the demand points that fall within the areas serviced by 
each facility based on the standard distance of 1km for all 
water facilities as posited by UNICEF and WHO; 1.5km 
for all school facilities, commercial and small scale 
industry infrastructures (Menezes and Pizzalato.,2014 
and Ayoade, 2014) and 1km for primary health centers 
and 3km for General/Cottage hospitals (Onokerhoraye, 
1982) 

 

2.1.2 Conformity assessment (Circular buffer 
analysis) 

 
The circular buffer analysis was used to create buffers 

around each demand points based on a specified 
standard distance to show how the percentage of 
infrastructures that conform to the optimal zones. A 
buffer radius of 1km for all water facilities as posited by 
UNICEF and WHO,1.5km for all school facilities, 
commercial and small scale industry infrastructures 
(Menezes and Pizzalato.,2014; Ayoade, 2014), 1km for 
primary health centers and 3km for General/Cottage 
hospitals (Onokerhoraye, 1982) was created set around 
each of the demands. It showed the count or spatial 
distribution of the infrastructures that fell within or 
without the buffers. These buffers created are also 
considered as optimal zones for siting new 
infrastructures or reallocating the existing ones 
 
2.1.3 Minimized impedance distance analysis 
(Nearest facility to demand) 

 
The minimized impedance distance analysis was used 

to determine the closest infrastructures to each demand 
points based on a standard impedance distance cutoff of 
1km for all water facilities as suggested by WHO and 
UNICEF (2014), 1.5km for all school facilities (Menezes 
and Pizzalato.,2014), 1k for primary health centers and 
3km for General hospitals (Onokerhoraye, 1982). 
However, 1.5km was applied for rural markets, banks, 

and small-scale industries because it shows a regular 
accessibility distance as posited by Ayoade (2014). The 
minimize impedance problem technique, also known as 
the p-Median problem was applied in this study by using 
the existing infrastructures as candidates and the 
communities as demands. The aim of the model is to 
minimize the total distance travelled by residents from 
demands to access infrastructures.  
 

3. Results  
 

3.1 Education infrastructure 

  All communities in the oil and non-oil producing 
areas fall within 1.5km service areas of all educational 
infrastructures. In the oil-producing area, 100% of the 
infrastructures satisfied the infrastructure conformity 
assessment of being within 1.5km optimal location with 
21% of it chosen by minimize impedance as closest to all 
the demand (communities) while in the non-oil 
producing area, 93% of the infrastructures satisfied the 
1.5km  optimal location conformity assessment with 
25.9% of the facilities chosen as closest ( below 1.5km) 
to eight demands exception of Ikot Essien and  Odot 111 
with distances of 2.72km and 1.59km  respectively. The 
distances range of the closest facilities to demand is 
between 0.06km to 0.79km in the oil-producing area and 
0.23km to 0.89km in the non-oil producing area, all 
below the ideal home school distance of 1.5km (Fig.1 and 
2). 

 
 
 
 
 
 
 
 
 
 
 
 

 
3.2 Health infrastructures 

Only four communities comprising of Odot111, Okoro 
Nsit, Ikot Ibritam, and Ekparakwa out of ten in the non- 
oil-producing area are within 1km service areas of 
primary health centers with 60% of the existing health 
facilities satisfying the conformity assessment of  being 
within 1km optimal location  (Figure.3 ) and also chosen 
as the closest to three demands with primary health 
centers distances from demand above 1km being 
indicated for Ikot Adia 11.54km, Mbiakot 10.87km, Ikot 
Essien 6.68km, Ikot Akpabio 5.48km, Ikot Inyang 
4.29km, Ikot Etim 4.85km and Odot 111 1.5km ( Figure. 
3). Conversely, the oil-producing area has nine (9) of it 
communities comprising of  Mkpanak, Upenekang, 
Iwuoachang, Okoroutip, Iwuokpom, Okoroette, Iko, 
Okoromboho and Atabrikang within 1km service area of 
primary health center, exception of Elile and three 
communities comprising of Upenekang, Iwuoachang and 
Okoroette within 3km service areas of general/cottage 

Figure 1: Oil Area Figure 2: Non-Oil Area 
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hospital with 83% of all the existing health 
infrastructural facilities satisfying both the 1km and 3km 
conformity assessment (optimal location) and  66.6% 
facilities closest to nine communities namely Mkpanak, 
Upenekang, Iwuoachang, Okoroutip, Iwuokpom, 
Okoroette, Iko, Okoromboho and Atabrikang with only 
Elile as an exception, having to access the existing general 
hospital with a distance of 3.12km above acceptable 
standard distance of 3km.  (Figure 4). 
 

 
3.3 Water Infrastructure 

 
Both the oil and non-oil producing areas have all its 

communities within 1km service areas of all existing 
water infrastructures. Based on optimality of 1km 
walking distance to water facility, 97% of existing water 
facility in the oil-producing area satisfies the conformity 
assessment of being within 1km optimal location zones 
with 9.9% of it chosen as closest to all demands 
(communities) while the non-oil producing area has 77% 
infrastructure conformity assessment (optimality) with 
11% of it chosen as closest to demand with distances all 
below 1km impedance cut-off. This makes the oil-
producing area water infrastructure slightly optimally 
located than the non-oil area (Figure. 5 and 6). 

 

  
3.4 Small Scale Industry Infrastructure 

The oil-producing area has four of its communities 
namely Upenekang, Okoroette, Okoromboho and Iko 
within 1.5km service areas of small-scale industry 
infrastructures. All, the existing infrastructures satisfied 
the conformity assessment of being within 1.5km 
optimal location impedance cut-off and closest to four 
communities. The communities out of service area with 
distances to infrastructure above 1.5km are Iwuoachang 

3.05km, Iwuokpom 3km, Mkpanak 2.61km, Okoroutip 
6.19km, Elile 3.99km, and Atabrikang 3.82km. (Figure. 
7). Conversely, the non-oil producing area has 8 out of 10 
of its communities within 1.5km service area. They 
include Odot111, Ikot Essien, Okoro Nsit, Mbiakot, 
Ekparakwa, Ikot Ibritam, Ikot Etim and Ikot Adia. 95% of 
the infrastructures conform to 1.5km optimal location 
and 13% of it are closest to eight communities leaving 
out Ikot Akpabio and Ikot Inyang, with distances above 
1.5km to the existing small-scale industry infrastructures 
(Figure. 8).  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

3.5 Commercial infrastructure 
 
Both the oil and non-oil producing areas have seven 

of its communities within 1.5km service area of existing 
commercial infrastructures. All the commercial 
infrastructures in the oil-producing area satisfies the 
conformity assessment of being within 1.5km optimal 
location zones and closest to seven demands 
(communities) namely Mkpanak, Upenekang, 
Iwuoachang, Iwuokpom, Okoroette, Okoromboho and 
Iko leaving out Elile, Atabrikang and Okoroutip with 
4.73km, 3.90km and 3.92km distances to the 
infrastructures respectively which are above the 
standard 1.5km. Also, all infrastructures in the non-oil 
producing area satisfies the conformity assessment of 
being within the 1.5km optimal location zone and 77.8% 
of it were chosen as closest to seven demand 
(communities) including Ekparakwa, Ikot Ibritam, 
Mbiakot, Ikot Inyang, Ikot Akpabio, Ikot Essien and 
Odot111 with exception of Okoro Nsit, Ikot Adia and Ikot 
Etim which has 4.78km, 12.20km and 5.40km distances 

respectively above 1.5km (Figure. 9 and 10) 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5: Oil 
Area  

Figure 6: Non-Oil 
Area 

Figure 7: Oil Area  Figure 8: Non-Oil Area 

Figure 9: Oil Area  Figure 10: Non-Oil Area 

Figure 3: Oil Area  
Figure 4:  Non-Oil Area 
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4. Discussion 
 
Provision and optimal location of infrastructural 

facilities is critical to national development especially 
when it is distributed in a way that equity and spatial 
balance are not compromised. Location allocation 
modelling provides the solution for spatial decision not 
only in finding the optimal locations for but also acts as 
tool to determine the coverage and solutions to distances 
between services and demand points. From the foregoing 
analysis, it is revealed that all communities in both areas 
of the study are within the education and water 
infrastructure service areas. Each of the oil and non-oil 
producing areas have seven communities within the 
service area of commercial infrastructure. Most of the 
communities in the oil-producing areas are within the 
service area of health infrastructure, while the non-oil 
producing areas have most of their communities within 
the service area of small-scale industry infrastructure. 
Aggregately, 97% of the existing infrastructures in the 
oil-producing areas are within the optimal location 
zones, while 85% of the infrastructure in non-oil 
producing areas is optimally located. Also, 21.3% and 
17.6% of all infrastructures are chosen as the closest to 
demand in oil and non-oil producing areas, respectively. 

Generally, although all communities in the oil and 
non-oil producing areas are within areas served by 
education and water infrastructures, the oil-producing 
areas have most of its communities served by health 
infrastructure. In contrast, the non-oil producing areas 
have most of its communities located within the small-
scale industry infrastructure service area. According to 
the conformity to optimal location zones, the oil-
producing areas are better conformed to an optimal 
location in the distribution of education, health, water, 
small-scale industry, and commercial infrastructure than 
the non-oil producing areas. However, though the 
percentage of the infrastructures closest to demand in 
both areas of the study is significantly small, the oil-
producing areas have more demands being closed to 
education and health infrastructure, while the small-
scale infrastructure is closest to more demands in the 
non-oil producing areas. Both areas of the study have an 
equal number of demands closest to water and 

commercial infrastructures. 
 
5. Conclusion  

 
It is a recommended practice in facility planning to 

regularly examine the existing infrastructure pattern and 

compare it to an optimal pattern. This will allow for a 
more efficient infrastructure location that could 
eliminate compromise in spatial balance. Applying the 
minimized distance option of the location-allocation 
model framework in this study generated the nearest 
facility to demand. It is assumed that users will always 
visit the nearest facility.   

This study demonstrates the possibility of 
operationalizing the many problems of service delivery in 
development planning. The research findings imply that 
the continuous reliance on traditional paradigms by 
decision-makers for service location planning makes it 
impossible to effectively and accurately assess the degree 
to which service delivery patterns are consistent with 
stated goals. In this regard, decision-makers and 
planners have the opportunity to explore alternative 
location plans and evaluate their compatibility and 
consistency with pre-determined goals. These can prove 
invaluable in redefining the problem, generates new 
location options, and eventually decide on the best and 
acceptable plan to use’ 
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 A natural park is a system in which protected areas are designated and managed for the 
conservation and sustainable use of natural ecosystems. In Korea, the management provisions 
for natural parks are equally applied to all four types (national parks, provincial parks, county 
parks, and geoparks), but the actual management is not applied equally, as the management 
authority differs depending on the type. Therefore, this study confirmed the effect of natural 
park types on forest changes in Korea by observing clear-cut land using satellite images and 
comparing it according to the type of natural park. The analysis showed that the proportion of 
severely damaged grade 3 clear-cut land was higher in provincial parks than in national parks. 
And marginal deforestation areas, which could not be seen inside the national park boundary, 
were found inside the provincial park boundary. To minimize forest changes in natural parks 
in the future, additional research is needed to derive the minimum buffer zone needed to 
perform its original function to supplement the provincial park management system and 
prevent the determination of development-friendly use districts.  

 
 
 
 
 
 

1. Introduction  
 

A natural park is a system in which protected areas 
are designated and managed for the conservation and 
sustainable use of natural ecosystems. Even after 
designation, protected areas are threatened by various 
influences (Cho & Lee 2010). Therefore, to properly 
conserve a protected area, it is necessary to manage it 
effectively after designation. 

Protected areas of natural parks in Korea are 
managed by researching natural resources, establishing 
park plans, determining use districts, and designating 
prohibited acts for each use district. This applies equally 
to all four types of natural parks (national parks, 
provincial parks, county parks, and geoparks), but the 
management authority differs depending on the type of 
park. National parks are designated and managed by the 
central government, while provincial parks are 
designated and managed by local governments. 
Considering that forests often span multiple 

administrative districts, provincial parks that require 
consultation among various management entities have 
limitations in systematic management compared to 
national parks.  

Therefore, this study confirmed the effect of natural 
park type on forest changes by observing clear-cut land 
using satellite images and comparing it according to the 
type of natural park.  
 

2. Method 
 

2.1. Site status 
 

To compare forest changes according to the type of 
natural park, national and provincial parks with 
approximately the same distance from the city and city 
size were selected as target sites. In consideration of the 
size of the city, the analysis was conducted for a total of 
four natural parks, two each in metropolitan areas and 
non-metropolitan areas (Table 1).   
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Table 1. Site status 
Site Area (km2) 

Metropolitan 
area 

Bukhansan National Park 76.922 
Namhansanseong Provincial 

Park 
36.400 

Non-
metropolitan 

area 

Gyeryongsan National Park 65.335 

Daedunsan County Park 62.640 

 

2.2. Clear-cuts 
 

The clear-cuts detection method (Ose et al. 2016) 
was used to identify forest changes, and the details of 
the data used for the analysis are as follows. 
 

Table 2. Data acquisition 
Sort Site Data Acquisition 

Metropolitan 
area 

Bukhansan 
National Park, 

Namhansanseong 
Provincial Park 

Landsat 8 (2014/5/30, 
2018/5/9), 

Sub-divided Land Cover 
Map (2014) 

Non-
metropolitan 

area 

Gyeryongsan 
National Park, 

Daedunsan 
Provincial Park 

Landsat 8 (2015/5/26, 
2018/5/21), 

Sub-divided Land Cover 
Map(2015) 

 

Changes in the Normalized Difference Vegetation 
Index (NDVI) for each site five years after the 
production of the land cover map by the Ministry of 
Environment were examined, and the grade of clear-cut 
land was calculated based on the forest area classified at 
the time of the production of the land cover map (Table 
3).  For the satellite images used in the NDVI calculation, 
images with few clouds (<5%) were selected to 
minimize the analysis error. And among the clear-cut 
land classified into 3 grades, the objects presumed to be 
a cloud were manually deleted. To examine changes in 
the surrounding area outside the boundary of the 
protected area, the status of the occurrence of clear-cut 
land in the buffer section, which was 5 km from the 
boundary, was also analyzed. 

 

Table 3.  Grades of clear-cut land (Ose et al. 2016)  
Grade Description  

0 Absence of clear-cuts 

1 Clear-cuts with a low confidence degree 

2 Clear-cuts with a medium confidence degree 

3 Clear-cuts with a high confidence degree  
 

3. Results  
 

3.1. Comparison of the ratio of clear-cut land area 
 

The ratio of clear-cut land area to total forest area 
did not show a significant difference according to the 
type of natural park (Table 4). Similar results were 
obtained inside and outside the boundaries of natural 
parks, and the difference according to the size of the city 
was not large.  

However, within the boundary of natural parks, the 
ratio of grade 3 clear-cut land to the total area of clear-
cut land was larger in provincial parks than in national 
parks (Table 5). The maximum value of grade 3 clear-
cut land was also determined to be larger in provincial 

parks than in national parks both inside and outside the 
boundaries. This means that more heavily damaged 
clear-cut areas are appearing in provincial parks than in 
national parks and larger clear-cut areas are occurring 
in provincial parks. 
 

Table 4. The ratio of the total area of clear-cut land to 
the total forest area (%) 

Sort 
Grade of clear-

cut land 
Inside  the 
boundary 

Outside the 
boundary 

M
et

ro
 

Bukha
nsan 

No clear-cuts 98.36 91.27 

Clear-
cuts(1+2+3) 

1.64 8.73 

Clear-cuts(3) 0.05 1.52 

Namh
ansan
seong 

No clear-cuts 97.46 93.39 

Clear-
cuts(1+2+3) 

2.54 6.61 

Clear-cuts(3) 0.44 2.62 

N
o

n
-m

et
ro

 

Gyery
ongsa

n 

No clear-cuts 98.47 94.71 

Clear-
cuts(1+2+3) 

1.53 5.29 

Clear-cuts(3) 0.07 1.88 

Daed
unsan 

No clear-cuts 97.85 95.79 

Clear-
cuts(1+2+3) 

2.15 4.21 

Clear-cuts(3) 0.73 1.54 

 

Table 5. Area ratio and maximum values of grade 3 
clear-cut land compared to total clear-cut land 

Sort 

Inside the 
boundary 

Outside the 
boundary 

Area 
ratio 
(%) 

Maximu
m 

values 

(㎡) 

Area 
ratio 
(%) 

Maximum 
values 

(㎡) 

M
et

ro
 Bukhansa
n 

3.16 11,700 17.46 118,805 

Namhans
anseong 

17.32 42,458 39.58 1,161,163 

N
o

n
-

m
et

ro
 Gyeryong

san 
4.31 9,002 35.49 148,519 

Daedunsa
n 

33.83 83,720 36.65 227,759 

 

3.2. Clear-cut land type comparison 
 

In the case of the clear-cut land type, there was a 
difference according to the type of natural park inside 
the boundary, whereas a difference according to the size 
of the city was found in the area around the boundary. 

Within the boundary, various types of clear-cut land 
were analyzed for each target site in the use districts 
except for the park nature conservation district. In the 
case of Bukhansan National Park, changes in the area 
around temples and cultural heritage excavations were 
analyzed as grade 3 cleared areas, and changes around 
some highland bedrock areas were analyzed as grades 1 
and 2 cleared areas. Gyeryongsan National Park showed 
changes in the area in which a landslide occurred in 
2018 and around residential areas located in the Park 
Village District and Park Natural Environment District. 
In Namhansanseong Provincial Park, cleared land due to 
military facilities and deforested areas in the periphery 
was found, and in Daedunsan Provincial Park, 
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deforested areas in the periphery and bare areas around 
roads were analyzed. 

In the case of natural parks located in metropolitan 
areas, development areas such as apartment complexes, 
artificial grasslands around roads, and deforested areas 
in the periphery were analyzed as grade 3 clearing areas. 
In the vicinity of natural parks located in non-
metropolitan areas, a number of deforested areas in the 
periphery were analyzed. In addition, artificial 
grasslands and fields with arable land were designated 
as grade 3 cleared areas. 

It was also observed that grade 3 clearing land 
appeared immediately outside of and adjacent to the 
boundary. In particular, in the case of a national park, 
even though there was a forest area that was connected 
without a break to the inside of the national park, it was 
not included in the boundary, so the open land where 
development such as apartment complexes was made 
was observed. 

 

4. Discussion  
 

Through analyzing the status of cleared land, it was 
found that the proportion of heavily damaged cleared 
land was higher in provincial parks than in national 
parks. In addition, it was determined that deforestation 
in the periphery, which was nonexistent inside national 
park boundaries, took up relatively large areas inside 
provincial park boundaries. 

National parks and provincial parks are designated 
and managed under the same system, but their 
management bodies are different. Nevertheless, 
differences in forest change show the limitations of 
management systems in which the management entity 
is not unified. 

In addition, it is judged that the fact that the park 
natural environment district does not function as a 
buffer zone among the use districts of natural parks also 
has an impact. Awareness of the conservation of 
provincial parks is relatively low compared to national 
parks, so a more development-friendly use district is 
inevitably determined. 

 

5. Conclusion  
 

Through the analysis of the status of cleared land, it 
was confirmed that the forest changes were different 
depending on the type of natural park. To minimize 
changes in forests in natural parks, it is necessary to 
supplement the management system so that provincial 
parks can be managed similarly to national parks. In 
addition, it is necessary to develop a plan to secure 
sufficient buffer zones when setting the boundaries of 
protected areas and determining the use districts. 

To this end, it is necessary to identify landscape 
species and the minimum survival area for them to be 
maintained (Alexandre et al. 2010). And additionally, to 
derive the minimum buffer area that can perform its 
original function is needed. It is expected that the forest 
changes derived from this study can be superimposed 
for use in improving the boundaries of natural parks 
and use districts. 
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 There is high demand for the seabed topography of water bodies. The shallow nature of some 
waterbodies makes it difficult to deploy the conventional bathymetry method, that is the use 
of echo-sounders on a vessel. Under these conditions, remote sensing methods thrive with 
significant advantages in terms of costs, coverage area and delivery time. In this study, 
Stumpf’s algorithm was applied on Landsat imagery to derive bathymetric data in parts of 
Ibafon Creek and Badagry Creek in Lagos, Nigeria. In the findings, the depths were generally 
shallow with depth range between 0.7 m and 13.3 m and an average depth of 4.84 m. In several 
instances, the remote sensing method of bathymetry can serve as an alternative to the 
conventional methods in shallow waters, and can as well be used as a reconnaissance tool to 
obtain change in depth over several epochs. 

   

   

 

1. Introduction  
 
The majority of methods for estimating bathymetry 

are based on the concept of using time to infer distance 
(Dierssen et al., 2011). The fundamental physical 
principle underlying the retrieval of bathymetric 
information from optical remote sensing images is that 
when light passes through water it becomes attenuated 
by interaction with the water column (Raj et al., 2013). 
Deep areas appear dark on the image since the water 
absorbs much of the reflected light. Shallow areas appear 
lighter on the image since less light reflected from the 
seabed is absorbed in the passage through the water 
column. For survey of bathymetry at synoptic scale, the 
remote sensing method may be a viable alternative to the 
conventional bathymetric mapping using echo sounders.  

Several techniques for estimating bathymetry from 
satellite imagery have been developed and applied at 
numerous sites in different parts of the world. This is 
evident in the high yearly turnover of scientific articles 
on satellite derived bathymetry (SDB) published in 
journals and conference proceedings. Despite this 
increased global awareness, there has been a very slow 
uptake of SDB by hydrographic researchers, 
professionals and agencies in Africa. The present study 
demonstrates the potential of SDB for estimating the 
bathymetry of shallow water bodies in Lagos, Nigeria. 

Satellite derived bathymetric information, if well-
utilized can support safety of navigation by providing up-
to-date grids of the shallow water zone. This is 
paramount in areas with outdated charts in Nigeria. In 
addition to the bathymetric information, it can aid the 
identification of obstacles, which are hazardous to safe 
navigation. Therefore, this study applies the Stumpf’s 
bathymetric algorithm to derive bathymetry in parts of 
Ibafon and Badagry Creeks of Lagos State Nigeria, and 
compares the depth values with the data obtained from 
the conventional means using an echo sounder.  

Stumpf et al. (2003) model is robust and works well 
over variable bottom types. It also accounts for water 
turbidity. The algorithm requires only two tunable 
parameters which could be computed using the linear 
regression method between the ratio result and ground 
truth (Alsubaie, 2012). 

 

𝑍 = 𝑚1
ln(𝑛𝑅𝑤(𝜆𝑖))

ln(𝑛𝑅𝑤(𝜆𝑗))
− 𝑚0  (1) 

 
Where m1 is a tunable constant to scale the ratio to 

depth, n is a fixed constant for all areas to assume that the 
algorithm is positive, and m0 is the offset for a depth of 
0m where (Z = 0). Rw is the reflectance of water, and 𝜆 i,j 
are two different bands.  
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This study aims to assess the overall adequacy of 
Landsat 8 satellite data for the derivation of shallow 
water bathymetry cost and timely benefits.  
 

2. Methods 
 

2.1. Study area 

 
Ibafon creek is an inlet into the Badagry creek and 

opens into the Atlantic Ocean. It covers a length of 5.45 
km from Ibafon to the Festac Lagoon and is bounded 
between 6°26’57.82” N and 3°19’01.31” E, and 
6°26’57.82” N and 3°19’01.31” E. It also extends centrally 
towards Amuwo-Odofin and Okota. Badagry Creek is a 
creek that flows from Benin Republic into Commodore 
Channel in Lagos. These creeks can be described as very 
turbid; this is partly due to the human activities near the 
coastal area. The turbid nature of these water bodies 
presents a significant case study for investigation.  

 

2.2. Datasets 
 
The satellite image used is Landsat 8 imagery, which 

was downloaded from the United States Geological 
Survey (USGS) website. The in-situ bathymetry data used 
was collected from the Department of Surveying and 
Geoinformatics University of Lagos, Nigeria. The 
summary of the datasets collected are shown in Table 1. 

 
Table 1. The summary of the datasets used 

Data Publisher/Source Year No. of 
Points 

Bathymetric 
data 

Field data acquired 
by the Department of 
Surveying and 
Geoinformatics. 

2020 698 

Landsat 8 
Imagery 

US Geological Survey 
(USGS) 

2020  

 

2.3. Image processing 
 
The downloaded Landsat 8 imagery was processed to 

generate the satellite-based bathymetry using ArcGIS 
software tools. The key processes carried out which were 
used to generate the bathymetry include: (i) water-land 
separation using threshold value (ii) spatial filtering (iii) 
generation of bathymetric raster using Stumpf’s model. 
Further analyses were done to assess the relationship 
between the satellite-derived bathymetric values and 
field bathymetric values using statistical tools in 
Microsoft Excel software. 

 

2.3.1. Land/water separation 
 
The water body was separated from the land areas on 

the raster data using the threshold value of the point of 
transition between the water and land area. Profile graph 
and Pixel inspector tools in the ArcMap toolbox were 
used to determine the threshold value to separate the 
waterbody from the land areas. 

 
 
 
 

2.3.2. Spatial filtering 
 

A low-pass filter was used to enhance the imagery. 
Before performing spatial filtering, the float tool was 
used to convert the value of each pixel of the raster 
derived from the water-land separation into a floating-
point representation. This was necessary to improve the 
precision of the pixel values. 
 

2.3.3. Derivation of bathymetry 
 
The final step to determine the satellite-based 

bathymetry involves the application of Stumpf’s model. 
This model compares the bathymetry algorithm values 
and the in-situ bathymetric depth values to build a 
regression model to generate the satellite-derived 
bathymetric raster. Consequently, it is necessary to 
determine the bathymetry algorithm (bathyalg) model, 
which is the coefficient of m1 in Stumpf’s model. The 
bathyalg is the ratio of the filtered blue band (band 2) and 
green band (band 3). The sample in-situ depth points 
were plotted on ArcMap and the layer was used to extract 
bathyalg values for the same sample points with the 
“Extract Value to Point” tool in Arc Toolbox. The resulting 
attribute table was exported in txt format for further 
analysis on Microsoft Excel.  

Equation 2 can be likened to a straight-line equation 
of 𝑦 =  𝑚𝑥 +  𝑐. Hence, a regression-line graph of the 
bathymetric algorithm versus the true depth is plotted. 
The equation was inputted in the Raster Calculator tool 
on ArcMap to calculate the satellite-derived bathymetry. 

Z =  m1(Bathymetry algorithm) − m0 … … (2) 
 

2.4. Quantitative analysis 
 
A depth difference maps (∆Depth) was calculated by 

subtracting the in-situ depth values from the imagery-
derived depth values. This was also done to show the 
agreement of the SDB depth with the echo sounding data. 
The calculation was done in Microsoft Excel and exported 
with their respective coordinates into ArcGIS for plotting. 
 

3. Results  
 
Table 2 presents the summary statistics of the 

datasets, which showed consistent higher values in the 
field data than in the imagery-derived values. On the 
other hand, Figures 1 and 2 present the bathymetric 
charts from the two datasets and the difference in depths 
respectively. Further discussion of the results is 
presented in Section 4. 

 

Table 2. Summary statistics of the depth comparison 

 Landsat 
depth (m) 

Echo sounding 
depth (m) 

Difference 
(m) 

Min 0.68 0.89 0.21 
Max 9.84 12.16 2.32 
Range 9.16 11.27 2.11 
Mean 5.68 5.78 0.10 
SD 2.51 2.97 0.46 
Variance 6.28 8.82 2.54 
SE 0.46   
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Figure 1. Bathymetric charts produced from (a) 
Landsat imagery (b) Echo sounding  

 
Figure 2. Map showing changes in depth  

 

4. Discussion 
 
The depths are generally shallow with depth range 

between 0.7 m and 13.3 m and an average depth of 4.84 
m. Badagry Creek is the deepest part of the study area. 
Generally, the depth in Ibafon Creek is fairly uniform with 
most of the depth values between 2.7 m and 4.5 m 
compared to the Badagry Creek. In Figure 1b, the 

bathymetry of the narrow strip of the study area appears 
to be uniform. In Figure 2, the changes in depth ranged 
from -3.2m to 3.3m. The Landsat depths were very close 
to the in-situ depths along the narrow strip in Ibafon 
Creek. This confirms the claims that SDB is a promising 
technology for shallow water bodies. 

 
5. Conclusion  

 
This study has examined the application of satellite 

derived bathymetry (SDB) in a shallow water 
environment consisting of two creeks in Lagos Nigeria to 
understand applicability based on Stumpf model. The 
study found that the technology performed favorably 
well when compared with the echo-sounding approach. 
Accordingly, it can be deduced that the technology can be 
used to monitor beach erosion, sea level rise and general 
changes in coastline features. A set of time series maps 
can be generated to this effect. The data can also help 
scientists to study the habitats of bottom-dwelling 
aquatic organisms. Maps of coral habitats can also be 
generated to assist on conservation and monitoring. In a 
future study, the method of linear regression with 
statistical tests such as the coefficient of determination 
(R2) will be used for validating the imagery-derived 
bathymetry. Also, a more detailed analysis on the 
correlation between the Landsat bathymetry and the 
echo-sounding data will be presented. Exploring the 
potential of this technology under a fit-for-purpose 
concept is a welcome idea.  
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 The current advances in technology in many fields have revolutionized conventional 
agricultural practices. However, the use of remotely sensed data for agricultural purposes has 
not been fully explored in Nigeria. This study explores this limitation to understand 
performance and usability. In this work, remotely sensed information in the form of UAV 
images were used to assess crop greenness and vegetation cover. A maize farmland of 6 
hectares was captured in Ogun State using a DJI phantom 4 UAV (which operates in true 
colour, RGB);The 165 images acquired were mosaicked using Agisoft Metashape software. 
Vegetation cover and greenness were assessed through various RGB-based vegetation indices 
and the conclusion was that Red Green Blue Vegetation index (RGBVI) produced the best 
results in depicting both vegetation cover and greenness. Excessive Green Index (ExG) and 
Modified Green Red Vegetation Index (MGRVI) produced above-average results but were not 
as informative as RGBVI. From the maps of each vegetation index, information about crop 
greenness and vegetation cover was adequately derived. This study showed the adequacy of 
UAV-based sensors for vegetation mapping and is recommended. 

 
 
 
 
1. Introduction 

 
The use of Remote Sensing (RS) in the field of 

agriculture has been increasing in recent times. 
Typically, RS records the surface reflectance in the visible 
or near-infrared parts of the electromagnetic spectrum 
(Yao et al., 2011). Applying this to vegetation leads to 
extraction of various information ranging from 
greenness and external properties to the internal 
structure of plants. Reflectance of vegetation cover 
changes with biological aspects and the vegetation 
structure. Water content, age, stress, cover geometry, 
row spacing and orientation and leaf distribution in the 
cover alter vegetation reflectance (Bannari et al., 1995). 
Furthermore, reflectance is influenced by atmospheric 
composition, soil properties, soil brightness, and colour 
as well as solar illumination geometry and viewing 
conditions. 

Vegetation indices (VIs) are developed to evaluate 
vegetation using spectral measurements in relation to 
agronomic parameters like biomass or PH (Bannari et al., 

1995). They are commonly used for extracting 
information from RS data (Jackson and Huete, 1991). 
Numerous vegetation indices exist in Visible, Near 
Infrared and Shortwave Infrared spectral regions.  

Research from the past 5 years has shown a move into 
the use of RGB-based vegetation indices rather than 
Multispectral indices. This is because RGB sensors are 
more affordable than Multispectral sensors (Neupane 
and Baysal-Gurel. 2021). This means using RGB-based 
indices is cheaper and more cost effective than using 
multispectral or hyperspectral indices. Although the near 
infra-red (NIR) and other multispectral bands give a 
better insight into biomass estimation, plant health 
information derivation, and other vegetation properties, 
RGB-based indices have also proven to be quite effective 
in the estimation of vegetation properties.  

In this work, a maize farmland in Atan, Otta, Ogun 
State, Nigeria with an area of 6 hectares was captured 
using a DJI Phantom 4 unmanned aerial vehicle (UAV). 
The surface reflectance property of the crop was useful 
in the calculation of vegetation indices. The steps 
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followed by which vegetation maps were eventually 
formed are given in the sub-sections below. Specifically, 
the focus of this work was mapping vegetation cover and 
greenness of the maize farmland. This is yet another 
example of how Remote Sensing can be applied in 
Agriculture for effective output and increased crop yield. 

 
2. Methods 

 
This section describes the instrumentation, image 

acquisition and image processing. The UAV employed for 
image capture was a DJI Phantom 4 which was 
manufactured in 2018. The camera attached to its 
payload has a resolution of 20MP, flight time is 
approximately 30 minutes, and it has 2 obstacle 
avoidance sensors with vision sensors as well. Usually, 
the steps involved in UAV image capture can be broadly 
grouped into four (4) parts: mission, flight planning, the 
flight, and image processing. A mission can be defined as 
a process that consists of one or more flights within the 
mission area. The number of flights per mission is 
estimated by the software and depends on the size of the 
mission area. Flight planning is done in the field 
according to the aerial imaging technology employed. 

 
2.1. Image acquisition 

 
On the 15th of November, 2020, the mission was 

carried out at around 1pmto capture the greenness of the 
vegetation in Atan Farmland, with a total size of 6 
hectares. The DJI Phantom 4 UAV was flown over the 
farmland at an altitude of 50m with 75% front and side 
overlap. A total of 165 images were captured, and Ground 
Sampling Distance (GSD) was derived to be 1.5cm/px. 
The UAV compass and Inertia Measurement Unit (IMU) 
was calibrated before deployment to keep the UAV 
straight and level in the air. The software employed was 
Drone Deploy and all necessary settings were performed. 
The images were captured with 4 flight lines as pre-
planned. The single flight lasted about 14 minutes and all 
captured images were saved on the memory card of the 
UAV. 

 
2.2. Image processing 

 
After the acquisition of the images, Agisoft Metashape 

was used to create an orthomosaic from the set of 
overlapping images with the corresponding referencing 
information. This involved image corrections and 
mosaicking. To create orthomosaic, the images had to be 
aligned; first, by matching points between overlapping 
images, estimating camera position for each photo and 
building sparse point cloud model and mesh. The 
orthomosaic was stored in TIFF format and then 
exported into ArcGIS 10.4.1 for further processing.  

After exporting the orthomosaic to ArcGIS, layers 
were created and vegetation indices applied. The three 
vegetation indices made use of were Red Green Blue 
Vegetation Index (RGBVI), Modified Green Red 
Vegetation Index (MGRVI) and Excessive Green 
Vegetation Index (ExG). Each one was applied with the 
aid of the Raster calculator in the Spatial Analyst toolbox. 
These three indices were used based on their reliability 

shown in the existing literature. These three indices 
effectively highlight vegetation and soil (Ashapure et al., 
2019). Also, they have the potential for the study of 
agricultural production and for predicting crop biomass, 
and are good for observing mature canopy (Bendig et al., 
2015). 
 
2.3. Quantitative analysis 

 
After applying the vegetation indices, the fishnet 

tool was used to do a point spread over the images, and 
the txt file was exported into Microsoft Excel. Statistical 
analysis was carried out and correlation coefficient table 
was derived. 
  
3. Results 

 
Figure 1 presents the orthomosaic of the study area. 

There is an inter-mingling of sparsely vegetated areas 
and averagely vegetated areas for the maize crop.  

 
Figure 1. Orthomosaic of the study area 

 
Summarily, the RGB orthomosaic gives a rough 

estimation of the extent of canopy cover, and helps to 
differentiate between sparse and dense vegetation. It 
also aids the identification and differentiation of various 
surface elements such as soil, water body, buildings, and 
vegetation.  

The MGRVI map (Figure 2) ranges from -1 to 1. 
Densely vegetated areas were in the positive range of 
0.51 to 1, sparsely vegetated areas fell in the range of 0.01 
to 0.5, while the soil and bare grounds were in the 
negative range of -0.51 to 0.RGBVI (Figure 3) also ranges 
from -1 to 1, while ExG ranges from -1 to 2 as observed in 
Figure 4. A distinctive property of the indices was 
vegetation classification according to their respective 
ranges.  
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Figure 2. MGRVI map of the maize farmland 
 
 

 
Figure 3. RGBVI map of the maize farmland 

 
4. Discussion 

 
From each map, the extent of vegetation cover and 

greenness was portrayed. However, the best 
approximation out of the vegetation index maps is the 
RGBVI map; it does not over or under-estimate the extent 
of vegetation cover, and the areas with sparse and dense 
vegetation are better delineated. This is in tandem with 
what has been recorded in literature and the RGBVI map 
can be relied upon by both farmers and mapping 
professionals as well. Also, there is a high correlation 

between the three indices but between RGBVI and ExG, 
the correlation is highest (0.97).  
 

 
Figure 4. ExG map of the maize farmland 

Table 1 shows the coefficients of correlation 
between the indices, which potrayed a strong positive 
correlation between all indices. 

Table 1. Correlation coefficient of vegetation indices 
 MGRVI RGBVI ExG 

MGRVI 1   
RGBVI 0.705 1  
ExG 0.828 0.974 1 

 
 
5. Conclusion 

 
This study has examined the use of Unmanned Aerial 

Vehicle (UAV) sensor for vegetation mapping using 
vegetation indices. It can be concluded that RGB-based 
vegetation indices have the potential for estimating 
vegetation cover and greenness in a farmland. The use of 
RGB-based indices presents a cost-effective method for 
crop mapping. Accordingly, the outcome of this study 
justifies the need for further work and any future 
investments to improve agricultural production. 
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 Regarding to severe droughts and increasing shortages in water resources, in 
particular in the Middle East, evapotranspiration estimation is essential for irrigation 
management in agricultural lands. Evapotranspiration mapping is currently possible 
in a suitable spatial resolution from Landsat imagery; however, these data do not 
allow to obtain an optimal temporal resolution, required in agriculture management. 
In other hand, Modis imagery provide a dense temporal resolution, with however a 
deficiency in spatial resolution. In this study, we evaluated the fusion of 16-dayily 
Landsat and daily Modis imageries in order to obtain a sufficient spatio-temporal 
resolution for evapotranspiration mapping required in water management over 
agricultural areas. The image fusion is applied on the six-month Landsat and Modis 
images over large sugarcane farms in south-western Iran. The Spatial and Temporal 
Adaptive Reflectance Fusion Model (STARFM) are applied on the images. The 
evapotranspiration estimations are based on two algorithms: SEBAL and METRIC. 
The point extracted results are highly consistent with the evapotranspiration 
product from Modis in terms of temporal resolution. As well as, the Kappa index 
indicates on an acceptable accuracy in spatial resolution of estimations. Due to the 
smoothness of the region, no significant differences between SEBAL and METRIC 
estimations are resulted. 
 

 
  
 
 

1. Introduction  
 

Since the last half-century, remote sensing facilities 
have provided effective capabilities in 
evapotranspiration estimation and mapping over 
agricultural areas. The evapotranspiration estimations is 
required irrigation management particularly during the 
crop growing season. Different methods are developed to 
estimate reference and actual evapotranspiration, which 
are demonstrated in several research and applications. 

Evapotranspiration is a principal contribution of 
energy and water balances. It is one of the most complex 
components of hydrological balance.  

Field measuring of evapotranspiration is costly and 
time consuming., and thus, limited to local scales. 
However, satellite data has made possible estimating 
evapotranspiration in large-scale fields without 

requiring the calculation of complex hydrologic 
processes. 

Although high temporal resolution instruments, such 
as Moderate Resolution Imaging Spectroradiometer 
(MODIS) and the Advanced Very High-Resolution 
Radiometer (AVHRR) sensors, provide temporally dense 
data, the coarse spatial resolution of these sensors make 
them inefficient to quantify evapotranspiration of 
vegetation covers at fine scales.  

Over the past two decades, the most well-known 
algorithms that have been considered in this regard are 
Surface Energy Equilibrium Algorithms (SEBAL) and 
Mapping Evapotranspiration at high Resolution with 
Internalized Calibration (METRIC). These models are 
based on energy balance and spatial distribution of 
energy. 
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2. Material 
 

2.1. Study area 
 

Iran, is a predominantly warm and dry country, 
where about 93 percent of renewable water is consumed 
by agricultural activities. This issue eventually led to the 
severe loss of underground water in most of plains in 
country, particularly in the south. Sugarcane farms in 
Khuzestan province (Figure 1) include large areas 
locateing around rivers of ‘previously’ large discharges. 
In the result of severe decrease in rivers discharges in 
recent years, irrigation of sugarcane farms become more 
and more challengus.   
 

 
Figure 1. The study area 
 

2.2. Data 
 

The reflectance and thermal bands of MODIS/Terra at 
500 meters resolution are obtained from lpdaac (USGS). 

11 Landsat-8 images, dated from the late 2019 to the 
middle of 2020, are obtained from Alaska Satellite 
Facility (ASF) data center. A set of postprocessing are 
applied to mask cloud, cloud shadow, snow and outliers. 
Beside the imagery, subsidiary dare needed to calculate 
evapotranspiration include: digital elevation model and 
land cover map.   

The MODIS/Terra Net Evapotranspiration 8-Day L4 
Global 500 m SIN Grid (Mod16A2 v006), which is the 
global evapotranspiration product from Modis, is used as 
an evaluation source. The MOD16A2 Version 6 
Evapotranspiration product include 8-day composites, at 
500-meter resolution. This data is based on the Penman-
Monteith method. The inputs include vegetation 
property dynamics, albedo, and land cover derived from 

Modis bands, along with daily meteorological reanalysis 
data. 
 

3. Method 
 

Two kinds of processing applied on the data: 1) time 
series of synthesis images are generated from the 
specified Modis and Landsat images; then, 2) 
evapotranspiration are estimated for the three set of 
images. 

 

3.1. Image fusion 
 

In this study we employed the Spatial and Temporal 
Adaptive Reflectance Fusion Model (STARFM) to fuse 
two image series ordered based on time intervals. This 
methos functions based on Euclidean distance of spectral 
and temporal similarities between the reference and 
target pixel.  

After proposing in 2006 by Gao et al., the STARFM 
algorithm is latterly developed and optimized by 
researchers; The STAARCH (The Spatial Temporal 
Adaptive Algorithm for mapping Reflectance Change) 
algorithm, for example, is also based on the STARFM 
algorithm. STARFM generates synthetic Landsat-like 
images from a spatially weighted difference of one 
reference Landsat- MODIS pair, and one (or more) 
MODIS scene(s) to be downscaled. The outliers are 
minimized using a moving averaged window. 
 

3.2. Evapotranspiration estimation 
 

The three main components for calculating 
evapotranspiration include: 1- soil heat flux, 2 - tangible 
heat flux, and, 3 - net radiation reached to the surface. 
Estimating the three components, the latent heat flux is 
obtained. The latent heat is amount of energy that is 
spent in evapotranspiration. Therefore, 
evapotranspiration is the equivalent height of water 
associated to the latent heat. 

By subtracting the tangible and soil heat flux from net 
radiation flux, the latent heat, and thus, actual 
evapotranspiration is estimated for each pixel of the 
image at the instant of the satellite passage. Hourly 
evapotranspiration values are converted to daily 
evapotranspiration by considering the average daily net 
radiation. 

METRIC differs with SEBAL method in employing 
reference in-situ measurements. In METRIC algorithm 
based on the area to be studied at least one high quality 
climatological station is required to calculate the 
reference ET. Climatological data for the exact time of 
satellite image acquisitions are obtained from the Ahwaz 
synaptic station, locating at 40 km distant form the study 
area. 
 

4. Results  
 

The main characteristics of the estimated 
evapotranspiration from synthetic images include: 1- For 
the corresponding pixels, the amplitudes stand between 
the values of Landsat and Modis images, with an 
approximated distance of 60% and 40% relative to Modis 
and Landsat respectively.  2- The best results belong to 
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the inner areas of large parcels, far from the margins. A 
median filter would improve the accuracy of synthetic 
derived maps. And, 3- Generally, the similarity of 
estimations is higher in the areas of higher 
evapotranspiration than area of small 
evapotranspiration.  

Generated evapotranspiration maps for three dates 
(12 January 2020; 29 January 2020 and 3 March 2020) 
are shown in Fig.1. Accordingly, the RMS between the 
synthetic derived estimations, and, both Landsat derived 
evapotranspirations and Modis evapotranspirations 
product (Mod16) are shown in Table 1. The RMSs with 
Mod16 are considerably lower than those with Landsat. 
It should be referred to the time smoothing of Mod16; 
which are composites over 8 days. Difference of results 
from SEBAL and METRIC algorithms are estimated 
between 4 and 6.2 percent. The small difference is 
because the area is flat, and is thus expected to be 
homogenous in terms of land surface temperatures. For 
the same reason the METRIC calculations are based on 
only one climatologic station.       

 

 
 

Figure 2. Estimated evapotranspiration from Landsat 8 
(right column), from Modis (middle column), and from 
synthetic blended imaged (left column). 

 

Table 1. The RMS between estimation from synthetic 
and Landsat images 

Date RMS (with 
Landsat) 

RMS (with 
Mod16) 

Difference % 
(Seb. & Met.) 

Jan. 12 2.2 1.8 4 

Jan. 29  2.7 2.2 6.2 

Mar. 3 1.7 0.8 4.4 

 

5. Conclusion  
 

Fusion of high spatial resolution images such as 
Landsat with temporally dense images (as Modis) would 
allow to combine their strengths, and resolve their 
shortcomings.  In the contest of increasing requirement 
to frequently and precisely estimating of 
evapotranspiration in arid and semiarid countries, such 
studies may play a vital role in water and agriculture 
managements in the national levels. Furthermore, the 
results are promising in order to assists developing 
precision agriculture.  Evapotranspiration derived from 
blended images tend to be smoother than actual 
estimations; This should be due to averaging over large 
areas. Nevertheless, in vast homogenous vegetation 
cover such as large farms of single crops (e.g., sugarcane 
farms studied in the present study), the fusion method 
performs well enough. This method would also be 
effective in areas of frequent cloudy sky.  
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 Digital Elevation Models (DEMs) are a type of raster data layer in which each cell has a value 
corresponding to its elevation (z-values at regularly spaced intervals). This study assess the 

vertical accuracy of four freely available DEMs (AW3D, ASTER SRTM and ALOS-PALSAR) over 
two test sites (hilly and plain) with reference to ground controls available on the test sites. 
However, to obtain a much higher resolution DEMs, these DEMs were fussed using Multiple 
Linear Regression Model and the performance of the fused DEM was tested over the hilly and 
plain terrain. At the plain terrain, ASTER DEM is closer to those of the GCPs (ground survey) 
than those of the ALOS PALSAR, AW3D and SRTM. At the hilly terrain, AW3D is closer to those 
of the GCPs (ground survey) than those of the ALOS PALSAR, ASTER and SRTM. After 
conflation, the conflated DEM performed better than the whole DEMs put together in the hilly 
and plain terrain. 

 
 
 

1. Introduction  
 

Digital elevation models (DEMs) are evenly spaced 
grids which thus contain the elevations of a point on the 
earth surface corresponding with the position of the grid 
cell(Fuss, 2013). They are also known as DTMs (digital 
terrain models) or DSMs (digital surface models) (digital 
surface model)(Fuss, 2013; Poon, Fraser, Chunsun, Li, & 
Gruen, 2005). Traditional techniques such as ground-
based surveying was used to acquire elevation data sets. 
Thanks to the advancements in remote sensing 
technology, elevation data for hard-to-reach survey 
locations are now available (d’Ozouville et al., 2008; Fuss, 
2013; Gao, 2007).  

Due to the growth and improvement of technology, 
there have recently been multiple creations of various 
types of DEMs that are extensively utilized across the 
world. Amongst these uses to mention a few are; terrain 
correction (Hirt et al., 2019), errioin risk assessment 
(Nitheshnirmal, Thilagaraj, Rahaman, & Jegankumar, 
2019), flood susceptibility mapping (Ibrahim et al., 
2021), geomorphology (Szypuła, 2017) etcetera. Among 
these DEMs are the Advanced Land Observing Satellite-
Phased Array-Type L-Band Synthetic Aperture Radar 
(ALOS-PALSAR) Radiometrically Terrain Corrected 
(RTC) DEM, (SRTM) Shutter Radar Topographical 

Mapper and Advanced Space borne Thermal Emission 
and Reflection Radiometer (ASTER-GDEM) models, ALOS 
World 3D (AW3D) to name a few. These DEMs are 
notable for their good horizontal resolution and nearly 
worldwide coverage. 

Studies such as (Elkhrachy, 2018; Forkuor & 
Maathuis, 2012; Suwandana, Kawamura, Sakuno, 
Kustiyanto, & Raharjo, 2012) have demonstrated that the 
accuracy of DEMs varies from region to region. The very 
recent release of these DEMs, particularly AW3D30 and 
SRTM-30, calls for opportunities to conduct localized 
assessments of the DEM's quality and accuracy to verify 
their suitability and improve on these DEMs using a 
fusion technique for a wide range of applications in 
hydrology, geomorphology, archaeology, and many 
others. 

The process of integrating information from 
multiple data sources into a single one, thereby resolving 
differences is called conflation (Samsonov, 2020). It 
solves misalignment issues of DEMs by adjusting the 
spatial relationship or transferring attributes between 
them. Conflation can equally mean Fusion. 

For example, there is currently no freely accessible 
topographic map that can easily offer topographic 
information for different scientific purposes in Kaduna 
State, and it is well-known that terrestrial collecting of 
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geospatial data is more tedious, time-consuming, and 
expensive than doing it remotely. Although several 
studies have been carried out on the accuracy 
assessment and conflation of DEMs in different parts of 
the world, yet there is no comprehensive study on the 
vertical accuracy and conflation of these freely available 
DEMs over Kaduna State. This Study hence addresses this 
problem. 
 

2. Study area 
 

The state of Kaduna, illustrated in Fig. 1, is located 
between Latitudes 9° 10'N and 11° 40'N and Longitudes 
6° 02'E and 8° 50'E and spans an area of 44,408.3 square 
kilometers. The state is bordered to the south-west by 
Abuja – the Federal Capital Territory and Niger State, to 
the north-west by Katsina and Zamfara states, to the 
north-east by Kano and Bauchi states, as well as to the 
south-east by Plateau and Nasarawa states. 

 

 
Figure 1. Inset map of the Study area. 

3. METHOD 

3.1. Datasets and source 

Table 1 presents the data set and their sources 
adopted for the study. Ground control point height for 
two different terrain which is the plain terrain at Ahmadu 
Bello university campus, Zaria and hilly terrain at Kajuru 
local government all located at Kaduna state. 15 ground 
control points were established for plain terrain and 12 
Ground control points were established for the hilly 
terrain. The corresponding ground control points (GCP) 
at the plain and hilly terrain were used for assessment. 

 

Table 1. Dataset and source adopted for the study 
S/N  Data Resolution Sources 

1 SRTM 30m * 

2 ALOS 
PALSAR 

12.5 m ** 

3 AW3D  30m * 

4 ASTER  30m * 

* http://eaerthexplorer.usgs.gov/    
**http://asf.alaska.edu.com 
 

3.2. Data manipulation 

Downloaded DEMs were mosaicked and clipped. 
Unlike the ALOS PALSAR 12.5m DEM having its projected 
coordinate system already in WGS 1984 ZONE 32N. The 
other DEMs like ASTER, SRTM and AW3D projection 
system were the GCS (Geographic Coordinate System) 
1984. So, in other to avoid errors due to the varying 
projection systems, all the DEMs were re-projected to 
WGS 1984 zone 32N. Thereafter, corresponding spot 
height were extracted using the fish netting tool in 
ArcGIS 10.6. 

3.3. Conflation of DEMs using multiple linear 
regression (MLR) 

When it comes to merging different variables, 
regression analysis is crucial. By combining DEMs from 
many sources, the purpose of employing multiple 
regression models in elevation models is to achieve a 
reduced height error probability and improved 
dependability. The MLR model, as represented in 
Equation 1, is used. 

Y=𝐴𝑥1+ 𝐵𝑥2 + 𝐶𝑥3 + 𝐷𝑥3 + 𝑘    (1) 

Where a, b, c, d are the respective coefficient and k is the 
constant and Y is the fussed DEM. 

4. Results and discussions 

4.1. Overall spot heights estimation performance 

Corresponding heights for 15 points for plain terrain 
and 12 points for hilly terrain were obtained from the 
different DEMs spatial data generated from (SRTM 30, 
ALOS PALSAR, ASTER and AW3D.) and were compared 
with GCPs. Table 2 depicts the descriptive statistics for 
spot heights for plain terrain from which it is obvious 
that the calculated standard error, standard deviation 
and sample variance from the ASTER DEM is closer to 
those of the GCPs (ground survey) than those of the ALOS 
PALSAR, AW3D and SRTM. The descriptive statistics for 
the spot heights as presented in Table 2 clearly show the 
poor relationship of the ALOS PALSAR, AW3D and SRTM 
DEM data source when compared to the GCPs (ground 
survey) sources under investigation. 

Fig. 2 presents the variations of spot height for plain 
terrain from the various sources of DEMs and it is clear 
that the ASTER and AW3D DEM tends to be closer to the 
reference source more than any other. 

 

http://eaerthexplorer.usgs.gov/
http://asf.alaska.edu.com/
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Figure 2. Scattered plot for spot height of the various 
DEMs for plain terrain 

Table 3 depicts the descriptive statistics for spot 
heights for hilly terrain from which it is obvious that the 
calculated standard error, standard deviation and 
sample variance from the AW3D is closer to those of the 
GCPs (ground survey) than those of the ALOS PALSAR, 
ASTER and SRTM. This clearly shows the poor 
relationship of ALOS-PALSAR, ASTER and SRTM DEM 
data sources when compared to other data sources under 
investigation. 

 

Table 2. Descriptive statistics of the various spot height 
for plain areas 

**Mean (M), Standard Error (SE), Median(MD), Standard Deviation 
(SD), Sample Variance (SV), Kurtosis (KU), Skewness (SK), Range (R) 
Minimum(MI), Maximum(MA), Sum(S), Count(C), Confidence 
Level(CL)( (95.0%) 

 
Figure 3. Scattered plot for spot heights for hilly terrain 
of the various 

 

 

Table 3. Descriptive statistics of the various spot height 
for hilly areas 

 
**Mean (M), Standard Error (SE), Median(MD), Standard Deviation 
(SD), Sample Variance (SV), Kurtosis (KU), Skewness (SK), Range (R) 
Minimum(MI), Maximum(MA), Sum(S), Count(C), Confidence 
Level(CL)( (95.0%) 

Fig. 3 represents the variations of spot height for 
hilly terrain from the various sources of DEMs and it is 
clear that the AW3D and SRTM DEM tends to be closer to 
the reference source more than any other. 

4.2. Overall spot heights estimation performance of 
the fussed DEM 
 

 The DEM for the study area were fussed and 
subsequently tested for the hilly and plain test sites, 
while considering ALOS-PALSAR as the reference DEM. 
To test the accuracy of the fused DEM, corresponding 
spot heights for the 15 points for plain terrain and 12 
points for hilly terrain were extracted respectively. Table 
4 depicts the descriptive statistics for spot heights for the 
fussed plain terrain from which it is obvious that the 
calculated standard error, standard deviation and 
sample variance from the FUSSED DEM is closer to those 
of the GCPs (ground survey) than those of the ALOS- 
PALSAR, ASTER, AW3D and SRTM.  

Table 4. Descriptive statistics plain terrain 

 
 
Table 5 depicts the descriptive statistics for spot 

heights for hilly terrain from which it is obvious that the 
calculated standard error, standard deviation and 
sample variance from the FUSSED DEM is closer to those 
of the GCPs (ground survey) than those of the ALOS 
PALSAR, ASTER, AW3D and SRTM.  

 

S/N Statistics GCPS ALOS-PALSAR ASTER AW3D SRTM

1 M 659.07 667.09 657.33 666.07 666.80

2 SE 3.60 1.74 2.78 1.74 1.76

3 MD 666.15 670.02 658.00 667.00 669.00

4 SD 13.93 6.75 10.76 6.75 6.83

5 SV 194.11 45.58 115.81 45.50 46.60

6 KU 1.25 -0.20 2.13 1.27 0.21

7 SK -1.52 -0.95 0.97 -1.07 -1.05

8 R 45.45 22.03 44.00 24.00 22.00

9 MI 627.68 653.99 641.00 650.00 653.00

10 MA 673.13 676.03 685.00 674.00 675.00

11 S 9886.06 10006.29 9860.00 9991.00 10002.00

12 C 15.00 15.00 15.00 15.00 15.00

13 CL 7.72 3.74 5.96 3.74 3.78

S/No Statistics GCPS ALOS-PALSAR ASTER AW3D SRTM

1 M 748.10 724.32 717.17 729.50 725.00

2 SE 12.64 10.56 9.74 11.08 10.57

3 MD 741.42 721.48 718.50 731.00 722.50

4 SD 43.78 36.59 33.73 38.39 36.63

5 SV 1917.12 1338.80 1137.61 1473.55 1341.64

6 KU -0.15 0.25 -0.28 -0.21 0.30

7 SK -0.09 0.69 0.52 0.42 0.69

8 R 147.30 125.97 112.00 130.00 127.00

9 MI 664.81 670.51 669.00 672.00 671.00

10 MA 812.11 796.48 781.00 802.00 798.00

11 S 8977.23 8691.89 8606.00 8754.00 8700.00

12 C 12.00 12.00 12.00 12.00 12.00

13 CL 27.82 23.25 21.43 24.39 23.27

S/N Statis tics ABU GCPS ALOS-PALSAR ASTER AW3D SRTM FUSSED DEM

1 M 659.07 667.09 657.33 666.07 666.80 661.03

2 SE 3.60 1.74 2.78 1.74 1.76 2.75

3 SD 13.93 6.75 10.76 6.75 6.83 10.63

4 SV 194.11 45.58 115.81 45.50 46.60 113.04

5 MI 627.68 653.99 641.00 650.00 653.00 634.32

6 MA 673.13 676.03 685.00 674.00 675.00 675.04

7 CL 7.72 3.74 5.96 3.74 3.78 5.89



3rd Intercontinental Geoinformation Days (IGD) – 17-18 November 2021 – Mersin, Turkey 

 

  159  

 

Table 5. Descriptive statistics hilly terrain 

 

5. Conclusion 

DEM are models used for the creation of relief maps, 
rendering of 3D visualizations, modelling of water flow 
for hydrology or mass movement, etcetera. In this study, 
we assessed the reliability and fusion of four freely 
available elevation data (ALOS-PALSAR, AW3D, ASTER 
AND SRTM) for public use. Using the multiple linear 
regression model technique, the four DEMs were fussed 
and tested over two different terrain (hilly and plain). 
The fussed DEM tend to have an improvement with 
respect to referenced GCP of the terrain. Finally, it is 
important to point out that accuracy of DEMs be properly 
understood before they are utilized in varying 
applications.  
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7 CL 27.82 23.25 21.43 21.43 23.27 25.00
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 Numerous geological problems can be conveniently solved through the application of remote 
sensing techniques. This work seeks to review the available literature on remote sensing 
utilization in geological and geotechnical sciences. It however observed that remote sensing 
makes possible the collection of data from dangerous or inaccessible geological terrains and 
is applicable in geological mapping, landform studies/characterization, mineral/rock 
identification, soil properties (such as soil texture, moisture content of the soil, soil organic 
carbon, and soil salinity), geodetic survey, geomorphological studies, and detection of geologic 
hazards. Other uses of remote sensing include oil spill detection and monitoring and by 
integrating with Geographical Information System (GIS), it is a perfect match for hydrological 
studies, landslide, and urban planning. Though remote sensing in geology has limitations such 
as limited capabilities, data volume for transmission and inconsistency in data acquisition and 
interpretation, ground-truthing surveys and repeated reconnaissance remain the 
irreplaceable solutions to these limitations.   

 
 
 
 

1. Introduction  
 

Remote sensing is used in the geological sciences as a 
data acquisition method complementary to field 
observation because it allows the mapping of geological 
terrains without physical contact with the areas being 
explored (Rees, 2013). About one-fourth of the earth's 
total surface area is exposed land where information can 
be extracted through observation of the earth via remote 
sensing (Kuehn et al., 2000). 

Remote sensing is made possible by the detection of 
electromagnetic radiation by sensors. The radiation can 
be naturally sourced as applicable to passive remote 
sensing or produced by machines as applicable to active 
remote sensing and reflected off the earth’s surface 
(Rees, 2013). The information carrier being 
electromagnetic radiation has two main variables: 
intensities of reflectance and travel-time of radiation.  

The detection of intensities of reflectance at different 
wavelengths is plotted on a spectral reflectance curve. 
This spectral characteristic is aided by the physio-
chemical properties of the surface of the target object and 
therefore are very vital in mineral identification and 
geological mapping, for example, hyper-spectral imaging 
(Rees, 2013). Additionally, the two-way travel time of 

radiation from and back to the sensor can be used to 
calculate the distance in active remote sensing systems, 
for example, interferometric synthetic-aperture radar. 
This is employed in geomorphological studies of ground 
motion and has the ability of illuminating deformations 
connected with earthquakes, landslides, volcanism, etc. 
(Gupta, 1991). 

Geological studies with the aid of remote sensing 
commonly employ a multitude of tools classified 
according to short to long wavelengths of the 
electromagnetic radiation which various instruments are 
sensitive to. Shorter wavelengths are generally useful for 
site characterization up to mineralogical scale, while 
longer wavelengths reveal larger-scale surface 
information, such as regional thermal anomalies, surface 
roughness, etc (Gupta, 1991). Such techniques are 
particularly beneficial for the exploration of inaccessible 
areas, and planets other than Earth. 

Remote sensing data can also help in the studies 
involving mapping of geological hazards and economic 
geology, that is, exploration for minerals, petroleum, etc. 
Soils and vegetation that preferentially grow above 
different types of rocks can be used to deduce the 
underlying geological patterns through remote sensing 
in geology.  

http://igd.mersin.edu.tr/2020/
https://orcid.org/0000-0001-5075-3543
https://orcid.org/0000-0001-9983-5435
https://orcid.org/0000-0002-5420-4135
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Remote sensing data is often visualized using 
Geographical Information System (GIS) tools (Gupta, 
1991; Ray and Lazzari, 2020).  
 

2. Techniques of remote sensing 
 

Remote sensing techniques consist of a sensor which 
could be spaceborne (carried by satellite), 
airborne (carried by aircraft, or most recently, 
Unmanned Aerial Vehicle (UAV)) or ground-based 
(sometimes called proximal sensing) (Colomina and 
Molina, 2014) and is carried by a platform and which 
operates on the environment to produce data. 

The data acquired from higher elevation capture a 
larger spatial coverage, but the resolutions are often low 
(Bürgmann and Thatcher, 2013) and are then 
transformed into information by several operations 
collectively called reduction and analysis. Such 
information gathered from the data will eventually be 
applied for different purposes (geology, mineral 
exploration, soils, forestry, military, disaster control, etc.) 
depending on the user's requirements.ed. 

 

2.1. Sensors 
 

The sensors used in remote sensing are varied in type 
and classification. For instance, sensors can be either 
active or passive. Active sensors produce their own 
energy in order to be able to gather data such as film 
photography, infrared, charge-coupled devices, and 
radiometers, while passive sensors depend on and utilize 
energy from external sources. Examples of passive 
sensors are Radio Detection and Ranging (RADAR) and 
Light Detection and Ranging (LIDAR). 

Another classification is either imaging or non-
imaging. Imaging sensors reproduce data in image 
format (like aerial photographic cameras, multi-spectral 
scanners, and side-looking radar (SLR)) whereas non-
imaging sensors produce data which cannot be 
transformed into images (e.g. s194, an L-band 
radiometer system used in Skylab/EREP experiments). 
Sensor classification could also be according to the 
spectral region/bands within which they operate. 
Examples include visible light, infrared and microwave. 
All the mentioned classes of sensors are useful in 
geologic applications (Wikipedia.org). 

 

2.2. Platforms 
 

The platforms employed in carrying sensors for 
remote sensing are of different types. The most 
commonly used are aircraft, spacecraft, and Unmanned 
Aerial vehicles (UAV). 

 
2.3. Environment 

 

In natural resource surveys, the environment is 
usually part of the earth’s surface. For geological 
purposes, however, this will naturally be restricted to the 
land-covered areas of the earth. Other examples of 
environment include extra-terrestrial bodies such as the 
moon, Mars, Jupiter, and other celestial bodies which in 
recent years have also been objects of remote sensing 
activities (Wikipedia.org). 

2.4. Data 
 

The data produced by the sensors can either be of the 
photographic type such as in the case with camera 
systems or of the digital type which is originally stored in 
magnetic tape, such as multi-spectral scanning systems 
(MSS) (FAO, 2020). 

 
2.5. Information 

 

We seek to derive information from data produced by 
the sensor. Afterward, operations called “data reduction 
and analysis” are carried out. This can be done purely 
visually as is done in conventional photo-interpretation 
or partly with the aid of machines/computers. Visual 
analysis is referred to as image orientation while digital 
(computer) analysis is called numerical orientation. 
Geologists seek to derive geological information usually 
stored on a format (such as thematic map) and may be 
accompanied by graphs, tabulations, and a report. The 
goal of these information depends on the users’ interest. 
The trend of improvement of remote sensing emanates 
from panchromatic, multi-spectral, hyper-spectral to 
ultra-spectral which has greatly affected the quality of 
the information because of the rise in spectral resolution 
(Roy and Vandana, 2009). 

 
2.6. Application 
 

The final step in remote sensing is the application of 
the data. Applications depend on the users’ interests. For 
instance, if a geological map is the final product of the 
analysis, the information contained in the map may find 
different applications in hydrogeology, engineering 
geology, mineral exploration, geological survey, or it may 
serve as a scientific document (Hakim et al., 2018 and 
Wikipedia. org). 

 
3. Electromagnetic spectrum: the working principle 

of remote sensing  
 

In remote sensing, two main variables are measured 
in a typical remote sensing system: the radiance (or 
intensity) and time of arrival for active systems (Rees, 
2013). As a point to note, the data collected is a blend of 
both reflections of solar radiation and emission 
(according to Planck's law) from the object of visible and 
near-infrared (VNIR) region (Vincent, 1997). The 
thermal infrared (TIR) region measures mainly emission 
while the microwave region records 
the backscattering portion of reflection. The radiance is 
determined by radiation-matter interactions, which are 
governed by the physio-chemical properties of the target 
object (Vincent, 1997). 

However, since the sensors are looking through the 
atmosphere to reach the target, there is atmospheric 
absorption and three main atmospheric windows, which 
allow penetration of radiation are involved and are 
therefore, the most useful range of the spectrum. They 
are 0.4–3 micro-meters (Visible and near-infrared 
(VNIR)), 3–14 micro-meters (Thermal Infrared TIR), and 
few millimeters to meters (microwave) (Rees, 2013; 
Vincent, 1997). 
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4.  Applications of remote sensing in geology  
 

Remote sensing finds various applications in 
geological sciences. They include: 

 

4.1.  Geological mapping 
 

Remote sensing aids surficial geological mapping and 
landform characterization. Rock-bearing minerals are 
identified via aerial photographs using a logical method, 
which indicates those things the rocks contain that 
enable them to be seen in an aerial photograph. These 
logical methods are texture, colour, and tone of the 
photograph, drainage pattern, vegetation cover, and 
cultivation. Apart from mineral/rock identification, soil 
properties (such as soil texture, moisture content of the 
soil, soil organic carbon, and soil salinity), geodetic 
survey, geomorphological features, geologic hazards 
(such as tsunami, earthquakes, and volcanism), and 
mapping of inaccessible areas are made possible by 
remote sensing. The end product of remote sensing 
application in geological mapping is thematic map 
(Robert, 2007). 
 

4.2. Petroleum exploration 
 

The short wavelength region of visible and near-
infrared (VNIR) can be used to estimate the petroleum 
reservoir because it provides both accurate distance 
measurements by LiDAR and spectral data from spectral 
scanning (Hodgetts, 2013). The study by Lord in 2017 at 
Pennsylvania, USA indicates that remote sensing 
application provided insights into seepage emanating 
from leaking abandoned wells in addition to the naturally 
occurring seepage. 
 

4.3. Groundwater investigations 
 

Remote sensed data can infer possible confined/ 
unconfined aquifers (Jha et al., 2007). For instance, in 
radar data (ground penetrating radar), which can 
penetrate deep meters into the ground, will indicate 
some diffuse reflection for a rough surface in relation to 
the wavelength used. The change in lithology may 
suggest soft rock and unconsolidated sediments with 
high porosity indicates groundwater accumulation 
(Wikipedia.org). 
 

4.4. Planetary observation 
 

Planetary explorations are made simpler without 
sending an astronaut into space by remote sensing. For 
most planetary explorations, due to the thick 
atmosphere, radar is suitable instrumentation to 
investigate planetary surfaces as it can penetrate the 
atmosphere and detect surface roughness. Also, from the 
mapping of Venus, it is seen that topographic maps could 
be obtained from radar altimetry and InSAR methods 
(Wikipedia.org). 
 

4.5  Image processing 
 

Image processing is crucial to converting raw data 
into useful information. For imaging remote sensing, 
where spectral data are collected and recorded in pixels 

of an image, a two-dimensional representation. After 
removal of noise and calibration, images are then geo-
referenced to relate pixel to real-life geography. The 
first-hand data are then corrected to remove noise such 
as atmospheric disturbance, structural effects, and 
distortion. The image interpretation could be achieved 
by an interpreter or computation (Gupta, 1991). 

 

5. Integration of remote sensing with geographical 
information system (GIS)  
 

The techniques of remote sensing are closely 
connected to advance data interpretation and 
visualization, which is among the capabilities in 
Geographical Information System (GIS) (Jensen, 
2007; Rees, 2013; Kuehn et al., 2000)). The GIS also 
allows the input of other information such as 
socioeconomic conditions and biophysical conditions in 
terms of layers (Jha et al., 2007). Further, analyses in the 
same spatial extent are carried out and thematic maps 
are then generated for presentation (Jensen, 2007; Rees, 
2013). 
 
6. The limitations of remote sensing application in 

geology 
 

There is no ideal sensor capable or optimized to study 
everything in geology. Therefore, it is of geologist’s 
preference and skill to choose which dataset and excerpt 
information therein (Gupta, 1991). For instance, in 
cloud-free areas, aerial photography is more sensible, but 
radar performs better for overcast weather. Resolution 
(spatial and spectral) and lack of stereoscopy in many 
geological investigations are also limiting factors of 
remote sensing application in geology (Bhan and 
Krishnanunni, 1983). There is a trade-off between spatial 
resolution and spectral resolution (Vincent, 1997).  

Stratigraphic and lithologic discrimination which 
make rock types to appear with little or no spectral 
differences is also a limiting factor in geological mapping 
from space (Bhan and Krishnanunni, 1983). 

Another limitation is the inconsistent data 
acquisition method, and their interpretation 
patterns/processes (Mulder et al., 2011). 

 

6.1. The solutions to the limitations 
 

Many authors like Bhan and Krishnanunni in 1983, 
Gupta in 1991, Colomina and Molina in 2014 and Mulder 
et al in 2011 considers the following as solutions to the 
above inherent challenges of applying remote sensing in 
geology. 

 

6.1.1. Ground-truthing 
 

Even with the present state of the art in remote 
sensing, it cannot totally replace conventional methods 
of field mapping because such ground-truthing makes 
remote-sensing data meaningful. Otherwise, roads will 
be interpreted as ore-bearing fractures while rounded 
building roofs will be interpreted as salt domes. Thus, 
remote sensing data are usually validated by ground-
truthing surveys, which serves as training data in image 
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classification to ensure quality (Gupta, 1991, Mulder et 
al., 2011). 

 

6.1.2. Repeated reconnaissance  
 

Repeated reconnaissance is recommended for 
studying a specific geologic terrain (Colomina and 
Molina, 2014). Field observation and reconnaissance 
remain irreplaceable and shall never be taken over 
completely by remote sensing because field data greatly 
support remote sensing data interpretation. Remote 
sensing should be viewed as complementary to field 
survey aimed at providing instantaneous views of 
different scales, perspectives or spectral vision (Gupta, 
1991). 

 

6.1.3. Advances in sensor development 
 

Bhan and Krishnanunni in 1983 opines that 
invention of sensors with finer spatial resolution and 
more spectral bands particularly in the region of middle 
and thermal infra-red with sharper spectral separation, 
and also, improvement in geometric fidelity and greater 
radiometric accuracy along with stereoscopy are the 
solutions to the remote sensing limitation on resolution 
and stereoscopy. More so, digital enhancement of MSS 
data using computer techniques made stratigraphic and 
lithologic discrimination possible (Bhan and 
Krishnanunni, 1983). 

 

7. Conclusion 
 

Remote sensing is an emerging technology with 
usefulness in solving many geological problems that 
cannot be exhaustive as it has the ability to explore and 
collect data from dangerous and inaccessible geological 
terrains with a limited view of the human eye. It also 
reduces the burden of fieldwork required for mapping of 
areas through synoptic studies. Hence, remote sensing 
helps in landform or geomorphological studies, 
groundwater and petroleum exploration, rock and 
mineral identification, geodetic survey, and detection of 
geologic hazards. In this paper, the remote sensing 
techniques, working principles, various application in 
geological sciences, its limitations and possible solutions 
were discussed, which could be a basic reference for 
future studies on the application of remote sensing in 
geological sciences. 
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 Most of the earth is covered with water. Most of these waters are oceans. Despite the fact that 
so many areas are covered with water, research on underwater photogrammetry is not as 
numerous as above ground research. However, in recent years, with the integration of 
cameras underwater, researchers have turned to underwater photogrammetry studies. In this 
study, it presents research on whether the selection of SfM-based software is suitable for the 
underwater environment. In the research, data collection was carried out by placing an object 
in a 1.5-meter-deep pool. In the data processing part, Agisoft Photoscan, Context Capture and 
Reality Capture software were used and 3D point cloud data were obtained and evaluated 
from each software. 

 
 
 
 
 
 
 
 
 
 

1. Introduction  
 

About 70% of the world is covered by water. While 
people are doing their research very comfortably on 
earth in the world they live in, the situation is not the 
same under water. The discovery of underwater life, 
archaeological remains, biological resources have 
remained secret for many years. However, in recent 
years, researchers have turned to underwater research, 
thanks to the ability to integrate cameras underwater 
and additionally technological innovations such as 
underwater drones. Thus, subjects such as the 
documentation of archaeological remains, the increase 
and decrease in biological diversity began to be studied. 
The most adopted method in these studies was 
underwater photogrammetry (Block et al., 2017; Polat et 
al., 2020). 

Underwater photogrammetry is based on various 
systems and methodologies. The optical properties of 
water and lighting conditions seriously affect 
underwater images. Because light absorption mostly 
affects red wavelengths, colors are absorbed at different 
rates as depth increases, resulting in a green-blue image. 

Water also absorbs light energy and scatters optical rays, 
creating blurry images. These conditions hindered 
underwater photogrammetric studies. However, thanks 
to the SFM-based software developed in recent years, it 
affects these situations relatively less (Raoult et al., 2016; 
Casella et al., 2017; Vlachos et al., 2018; Yakar et al., 
2015). 

The rise of photogrammetric software packages has 
aided underwater photogrammetric studies that were 
nearly impossible before commercial software using SfM 
algorithms. As the commercial software market has 
expanded in recent years, many software packages using 
the sfm algorithm have emerged. In this case, it has been 
a matter of debate which of the several photogrammetric 
software packages available on point clouds of the 
underwater environment can provide better results 
(Drap et al., 2015; Çelik et al., 2020; Sefercik et al., 2020; 
Ulvi et al., 2020; Yiğit et al. Uivi, 2020). 

Mangeruga et al. (2018) collected data from various 
underwater areas with different depth, turbidity and 
lighting conditions in their research. These data sets 
were compared by generating point clouds in different 
software. In their study, Burns and Delparte (2017) 

http://igd.mersin.edu.tr/2020/
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obtained the 3d point cloud in Agisoft and Pix4D 
software by collecting data on underwater coral reefs at 
different camera angles and at different heights. Then, 
they compared the errors of these two software and 
compared the obtained point clouds by performing 
Welch t-test statistical analysis. In their research, Vlachos 
et al (2019), after collecting data from an archaeological 
site, processed it in Agisoft Photoscan, VisualSFM, SURE, 
3D Zephyr and Reality Capture software. Then, they 
made a comparison between the software by making 
cloud to cloud and surface density analyzes. In this 
direction, data were collected by placing an object in a 
pool 1.5 meters deep. It was processed using Agisoft 
Photoscan, Context Capture and Reality Capture software 
to process the collected data. Agisoft Photoscan is the 
most used software to obtain 3d point clouds in the 
literature. For this reason, the point cloud data obtained 
from this software was accepted as a reference and 
analyzes were made in CloudCompare software. 
 

2. Method 

2.1. Data collection 
 

In the study, 80 overlay photographs were taken 
underwater. 

For this purpose, Go Pro Black Hero 9 camera was 
used to collect the data of the underwater object. The 
technical information of the camera used in the study is 
shown in Table 1. 

 
Table 1. Technical properties of Go Pro Hero Black 9 
camera 

Technical properties                        Value 
Sensor 1-Chip CMOS 
Sensor Resolution 23,6 MP 
Media Recording 1 x microSD / HC / XC 

(256 GB Maximum) 
Still Image Support JPEG - 20 MP  
Shutter Speed 1/25 - 1/2000 Second 

(Photo) 
Ptoho ISO Range 100 - 6400 
Video ISO Range 100 - 6400 
Image Stabilization Digital 
White Balance Modes Auto 

 

2.2. Data process 
 

Agisoft Photoscan, Context Capture and Reality 
Capture software were used for photogrammetric 
evaluation. In all software used, it was paid attention to 
be in the same reference system while generating the 
point cloud. 

The point cloud generated in Agisoft Photoscan 
software was accepted as a reference. This is because 
underwater photogrammetry is the most widely used 
software (Demesticha et al, 2014). 

The following statistical results were obtained in the 
Cloud Compare software, which is the open-source 
software of the 3D point clouds produced. 

In this software, analyzes were made based on 
surface density and roughness values. 

Surface Density is estimated by counting the number 
of N neighbors for each point (within a sphere of radius 

R). The surface density used for this evaluation is defined 
by dividing the number of neighborhoods by the 
neighborhood surface. The software estimates the 
surface density for all points of the point cloud and then 
proportionally calculates the average value for an area of 
1 m2. Surface density is considered a positive metric 
because it describes the number of points on a 
potentially generated surface, excluding noise that is 
present as points outside that surface. This is why the 
surface density metric is used instead of the volume 
density metric. 

Roughness The “roughness” value for each point is 
equal to the distance between that point and the optimal 
plane calculated at its nearest neighbors, which are 
points in a point-centered sphere. Roughness is 
considered a negative metric as it is an indicator of noise 
on the point cloud, assuming a generally smooth surface. 

To facilitate an overall comparison of the tested 
software in terms of 3D reconstruction performance and 
to evaluate numerous outcomes, the surface density D 
and roughness R metrics have been normalized. 
Purposely, the metrics and results obtained are 
presented from a critical perspective, highlighting the 
pros and cons of each software for the dataset used. 
Following this, a general conclusion is reached as to 
which of the three software packages mentioned above 
performs best in this particular environment and for this 
particular dataset. 

3. Results  
 

First of all, the data obtained during the 
photogrammetric processing process was created as 3d 
point cloud data in Agisoft Photoscan, Context Capture 
and Reality Capture software, respectively. While the 
total process time was 98 minutes in Agisoft Photoscan 
software, it took 85 minutes in Context Capture software 
and 105 minutes in Reality Capture software. 

In order to compare the obtained point clouds, 
Roughness analysis was first performed in Cloud 
Compare software. (Figure 1). The roughness calculation 
is called the shortest distance between the optimal plane 
calculated on the nearest neighbors of each point in the 
point cloud (Cloud Compare, 2021). Purpose of analysis, 
the lower the value in the legend part, the less jagged the 
point cloud is. 
Roughness analysis was performed separately on the 
point clouds obtained as a result of all software. As a 
result of the analysis, the values found in the legend were 
normalized with the help of the equation given in 
equation 1. This is because it makes values visible and 
easy. 

𝑍 = (
𝑋−min⁡(𝑥)

max(𝑥)−min⁡(𝑥)
)                                                              1 

 
By normalizing the values in the roughness analysis 

of all point clouds, the values of 9 mm in Agisoft 
Photoscan software, 8 mm in Reality Capture software 
and 3 mm in ContextCapture software were found. 
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Figure 1. Roughness analysis in point clouds 

Surface density analysis was performed in 
CloudCompare software to find the surface density of the 
model. The same calculations as in the roughness 
analysis were also used for the surface density analysis 
(Figure 2). 

In the tested point clouds, it was noticed that the 
overall visual representation of the dense point cloud 
was better at medium quality as it appeared denser and 
less noisy. 

 
Figure 2. Surface density analysis in point clouds 

As shown in Table 2, the number of points produced 
per point cloud varies considerably. Context Capture 
produced a much larger amount of points. On the other 
hand, Reality Capture and Photoscan appear to produce 
less point clouds. This potentially shows that the 
parameters used in sfm algorithms Reality Capture and 
Photoscan are very similar to each other. 

 

Table 2. Number of point clouds produced by 3 different 
software, average surface density and average roughness 

Software 
number of 

point clouds D R 
Agisoft 

Photoscan 1369087 282573.2692 0.009968706 
ContextCapture 13196754 36678.44271 0.003452824 
Reality Capture 1358769 260648.5283 0.008651706 

 
4. Conclusion  
 

Based on the evaluated metrics, it can be concluded 
where each software has grown and fallen. All software 
appears to produce complete point clouds.  

However, it was noted that it was completed at 
different times during the process. Although there is not 
much difference in the process time of a small object, it is 
predicted that this time will be much different in the 
process of larger areas. For this reason, it is thought that 
the software should be selected according to the 
characteristics of the area to be studied. 

While the number of point clouds was almost the 
same in Agisoft and Reality Capture software, 
ContextCapture software almost doubled the number of 
point clouds compared to the other two software. Having 
a large number of point clouds helps to see the details of 
the object better, but it can cause problems in terms of 
data storage. For this reason, software selection should 
be made according to the purpose of the study. 

 From the metrics evaluated during this particular 
study. Additionally, seeing results regarding roughness, 
it is notable that reality capture outperforms other 
software. Unfortunately, no clear conclusions can be 
drawn regarding surface density metrics as the number 
of neighboring points is proportional to the total number 
of points the point cloud has. Considering everything 
about point cloud integrity, number of points, point 
distribution and all the metrics evaluated, it can be said 
that the software used may be the best options for the 
generation of 3D dense point clouds underwater. 
Although some photogrammetric softwares seem to be 
more advantageous than others from these comparisons, 
the results of the dataset obtained with a single 
measurement may not be reliable. For this reason, it was 
concluded that more than one measurement should be 
evaluated in different underwater conditions, where the 
depths are variable and even the season and 
measurement times are different. Therefore, in the 
future, further evaluation with different datasets under 
different conditions may yield tangible results as to 
which photogrammetric package produces the best 
overall 3D point clouds in an underwater environment. 
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 Because of its geographical location, Turkey has hosted various civilizations. As a result, our 
country has a diverse cultural heritage inventory derived from the civilizations it hosts and 
the civilizations that it interacts. In terms of cultural heritage protection, preserving these 
assets and transmitting them to the future generations is critical. Ground and weather 
conditions, material degradation, natural disasters, fire, war, and misuse can all cause 
significant damage to these objects over time. It is vital to document the artifacts in such 
circumstances in order to conserve them and transfer them to the future generations. In order 
to transfer the cultural heritage to future generations, technological instruments and 
procedures are utilized to document existing artifacts and structures. Within the scope of this 
study, the UAV photogrammetry method was used to create the 3D point data and solid model 
of the Monumental Tomb of Aba built in the 2nd century AD, located in the Kanlıdivane region 
of Mersin province in Turkey. Images were taken with Parrot Anafi HDR unmanned aerial 
vehicle and a 3D model was produced. Combination errors of the photographs were also 
calculated and it was shown in the results that they were at an acceptable level.   

 
 
 
 

 
 
1. Introduction  

 

Aba’s Monumental Tomb, which is an ancient artifact, 
built in the 2nd century AD and located in the Kanlıdivane 
region of the Mersin province of Turkey, has coordinates 
36° 31' 38.5" north, 34° 10' 37.4" east. The location of the 
tomb is shown in Fig. 1. 
 

 
Figure 1. Location of the Aba’s Monumental Tomb 

 
 It is the most magnificent mausoleum of Kanytella. 

According to the inscription on the door of this 
monumental tomb, which was built in the type of Roman 
temples. It was built by a woman named Aba for herself 
and her husband Arios. The tomb monument was built on 
a low podium. There is a vaulted entrance on the front 
facade. There are Corinthian plaster caps on the four 
corners of the tomb. The tomb is dated to the 2nd century 
AD based on the inscription on it and other tombs 
(Turkey Culture Portal 2021). 

The Monumental Tomb of Aba can be found north of 
the geological pit in the region. It is one of Kanlıdivane's 
most well-known landmarks. The building's principal 
construction method is cut stone masonry, with mortar 
as the binding material. The roof of the superstructure is 
shaped like a gable and is coated in stone. It's supported 
by a cut-stone barrel vault, which is subsequently filled 

http://igd.mersin.edu.tr/2020/
https://orcid.org/0000-0002-2369-5322
https://orcid.org/0000-0002-5605-0758
https://orcid.org/0000-0002-2664-6251


3rd Intercontinental Geoinformation Days (IGD) – 17-18 November 2021 – Mersin, Turkey 

 

  169  

 

with rubble stone to create a flat roof surface. The vault 
marks the main chamber's entrance on the south facade, 
which is topped by a pediment at roof level (Naycı 2020). 

The last row of cut-stones in masonry walls was built 
in architrave style, with Corinth capital styling on the 
corner stones. Although the architectural integrity of the 
building has been retained, there are serious issues with 
the scale of the structure. The west and north walls, in 
particular, have material deterioration and structural 
deformations. On the north wall, there are serious 
fissures that have split the stone components in half. This 
graphic depicts the likelihood of a high impulse being 
triggered by lateral pressures or settlement issues. The 
structural degradation danger has been confirmed by 
external forces because the monument is placed 
extremely close to one of the site's geological 
discontinuity lines. The monument should be included in 
an architectural conservation program as soon as 
possible, before it loses its structural integrity, as it is one 
of the few examples of architectural and structural unity 
that still exists (Naycı 2020). 

UAV photogrammetry is one of the methods widely 
used within the scope of documentation of cultural 
heritage. Generating a three-dimensional model of Gözne 
Castle, a medieval castle (Çelik et al. 2020), obtaining a 
3D photogrammetric model of a historical inn (Yakar and 
Yılmaz 2008) are some of the examples of documenting 
cultural heritage with photogrammetric methods. 

In a study, Roman tombs were examined in detail and 
the features of the mausoleum of Aba at Kanytellis were 
comprehensively presented (Mörel 2019). 
 

2. METHOD 
 

This study consists of two phases, namely field and 
office work. The steps of controlling the study area, 
preparing it for photographing and taking images of the 
monumental tomb with an unmanned aerial vehicle 
constitute the field study phase. In the office work phase, 
the steps of transferring the data received from the 
unmanned aerial vehicle to the computer environment 
and interpreting and processing were carried out. 

 

2.1. Field Work Phase 
 

At this stage of the study, first of all, necessary 
permissions were obtained to fly in the Kanlıdivane 
region, which is the study area. Then, the flight altitudes 
at which images will be taken around the tomb were 
determined. Images were taken with a Parrot Anafi HDR 
drone by manually.  

UAV based modelling technique has been widely used 
since last decade such as landslide site modelling (Kusak 
et al. 2021), rockfall site modelling (Alptekin et al. 2019), 
shoreline detection (Unel et al. 2020), soil erosion 
mapping (Yılmaz et al. 2012) and pond volume 
measurement (Alptekin and Yakar 2020). 
 

 
Figure 2. Parrot Anafi HDR UAV 

 
The technical specifications of the unmanned aerial 

vehicle used are shown in Table 1: 
 
Table 1. Technical specifications of the UAV (Parrot 
2021) 

Feature Value 

Drone  

Size folded 244x67x65 mm 

Size unfolded 175x240x65 mm 

Weight 320 g 

Max transmission range 4km with controller 

Max flight time 25 min 

Max horizontal speed 15 m/s 

Max vertical speed 4 m/s 

Max wind resistance 50 km/h 

Service ceiling 4500m above sea level 

Operating temperature -10°C to 40°C 

Lens  

Sensor 1/2.4’’ CMOS 

Aperture f/2.4 

Focal length (35 mm eq.) 23-69 mm (photo) 

Depth of field 1.5 m - ∞ 

ISO range 100-3200 

Digital zoom up to 3x (4K Cinema, 4K UHD, 
FHD) 

Photo resolution 21MP (5344x4016) / 4:3 / 84° 
HFOV 

 

The circumference of the mausoleum, which is 
approximately 50 km away from Mersin, is roughly 31.5 
meters, and its sitting area is around 61 square meters. 
Every detail of the structure was tried to be captured by 
flying first at low altitude and then at high altitude. A total 
of 101 images were taken. Some of the images of the 
monumental tomb taken are shown in Fig. 3. 
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Figure 3. Images of Aba’s Monumental Tomb 
 

Camera calibration was done beforehand in photo 
shoots and no changes were made to the parameters. A 
smartphone was used together with the remote control 
during photo acquisitions. FreeFlight 6 and Pix4dcapture 
applications have been installed in order for the 
smartphone and the remote to work integrated. 
 

2.2. Camera calibration 
 

The camera used must be calibrated beforehand so 
that the merging and overlay operations of the images 
can be of high accuracy. It was mentioned in the previous 
section that there is a 5.92 mm sensor in the unmanned 
aerial vehicle used in this study. Images have a size of 
4608x3456 pixels. Camera calibration was done in 
ContextCapture software. ‘‘Fig. 4’’ shows the distortion 
parameters obtained as a result of camera calibration: 
 

 
Figure 4. Camera calibration parameters 

 

2.3. Office work phase  
 

After the completion of the image acquisition within 
the scope of the field work, the office work phase was 
started. First of all, the data obtained from the field were 
transferred to the computer environment. The image file 
obtained after the flight took up 457 MB in total. Data 
processing was done in Bentley's ContextCapture 
software. The office work, which was started after half a 
day of field work, was completed in one day. The 
positions of the images taken relative to the mausoleum 
are shown in Fig. 5. 

All the photos taken were used in the processes. 
Generic block type was chosen for the aerotriangulation 
process of the images based on experience from previous 
studies. No control point was used in this study. 
Positioning metadata of the images were utilized for rigid 
registration. High key points density option was selected. 

This step took only 5 minutes and 17 seconds. In the 
aerotriangulation process, 45125 tie points were formed. 
31719 keypoints per image were detected by the 
software. Overlay error values of the photos are 
presented in the results section.  
 

 
Figure 5. The positions of the images taken 
 

After aerotriangulation step, reconstruction process 
was initiated by generic selection of matching pairs. 
Extra geometric precision (tolerance of 0.5 pixel in input 
photos) option was applied. In order not to deviate from 
the original geometry of the tomb, small hole-filling 
option was implemented. Finally, in this step, the spatial 
frame is reduced, avoiding the modeling of unnecessary 
regions and the use of excessive computer power. After 
the aerotriangulation process, it took 37 minutes and 31 
seconds to obtain the 3D solid model. Computer used in 
processes has Intel(R) Core(TM) i7-7700HQ CPU 
@2.81GHz processor, 16 GB of RAM capacity and 
GeForce Nvidia 1050 Ti 4 GB graphics card.   

 

3. Results and discussion  
 

After the camera calibration, field studies and office 
work phases were completed, a 3D solid model of the 
Aba’s Monumental Tomb was obtained. The surface 
texture was created by using photographs to add 
visuality to the obtained 3D solid model. Texture 
compression quality was selected as 100% quality and 
texture sharpening option was enabled. The three-
dimensional model of Aba's Monumental Tomb is 
presented in Fig. 6. 

The resulting 3D model is in one-to-one scale with the 
real work. While length measurements can be taken on 
the model, area and volume calculations can be made at 
the same time.  

As a continuation of this study, it is planned to 
compare photogrammetric data with terrestrial laser 
scanner data. As a result of the comparison, which 
method is more suitable for such works will be evaluated 
in terms of cost, time, efficiency and applicability. 

 

4. Conclusion  
 

In this study, Aba’s Monumental Tomb, which is an 
ancient artifact built in the 2nd century AD and located in 
the Kanlıdivane region of the Mersin province of Turkey 
was modeled in 3D using UAV photogrammetry. As a 
result of obtaining a real-scale model of this artifact, 
which is of great importance in terms of cultural heritage, 
the documentation process has been carried out. The 
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data obtained in this study can be used in possible 
studies by anthropologists, archaeologists and 
historians. The real-scale 3D model obtained can be 
utilized in the restoration and repair studies. The 3D 
model obtained within the scope of this study will also 
allow the promotion of the work within the scope of 
tourism activities. 
 

 
Figure 6. 3D solid model of Aba’s Monumental Tomb 
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